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Figure 1: Cocoa is an interactive system that facilitates co-planning and co-execution with AI agents in a document environment
for scientific researchers. Cocoa integrates Al agents into documents using a novel interaction design pattern—interactive
plans—through which a human user and an Al agent can jointly plan and execute plan steps using a shared representation of

tasks, roles, and progress directly in the document.

ABSTRACT

We present Cocoa, a system that implements a novel interaction
design pattern—interactive plans—for users to collaborate with an
Al agent on complex, multi-step tasks in a document editor. Cocoa
harmonizes human and Al efforts and enables flexible delegation
of agency through two actions: Co-planning (where users collabo-
ratively compose a plan of action with the Agent) and Co-execution
(where users collaboratively execute plan steps with the Agent). Us-
ing scientific research as a sample domain, we motivate the design
of Cocoa through a formative study with 9 researchers while also
drawing inspiration from the design of computational notebooks.
We evaluate Cocoa through a user study with 16 researchers and
find that when compared to a strong chat baseline, Cocoa improved
agent steerability without sacrificing ease of use. A deeper investi-
gation of the general utility of both systems uncovered insights into
usage contexts where interactive plans may be more appropriate
than chat, and vice versa. Our work surfaces numerous practical
implications and paves new paths for interactive interfaces that
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foster more effective collaboration between humans and agentic
Al systems.

1 INTRODUCTION

Since the advent of personal computing, researchers and practi-
tioners in artificial intelligence (AI) and human-computer interac-
tion (HCI) have set sights on developing intelligent Al agents that
can help perform everyday computer-based tasks on our behalf
[39, 62, 68, 69]. Thanks to recent advancements in large language
models (LLMs) and LLM agent frameworks involving reasoning,
planning, memory, and tool use [53, 89, 97, 100, 108], Al agents can
now shop online [106], write software [43, 103, 105], participate in
auctions [17], and perform other multi-step, computer-based tasks
[2]. These developments demand deeper explorations into strategies
for fostering synergistic collaboration between human users and
Al agents [21, 41, 50]. After all, effective interaction with agents1 in
the real world will need to make use of techniques that use human
guidance to significantly improve agent performance and utility,

'Henceforth, our use of the term “agents” will refer to Al agents rather than human
agents.
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Figure 2: An overview of the Cocoa user interface. An interactive plan (A) affords human-AI co-planning and co-execution: a
researcher and the Al agent can collaboratively edit the plan in the document and execute the plan steps, similar to executing
code cells in a computational notebook. Steps can be assigned to the Al agent (B) or the researcher (C). The researcher can
freely edit the AI agent’s outputs in an interactive sidebar (D) and add new information (E) to help steer the agent with their
feedback and expertise. In this example, the first three steps of a plan to summarize methods for human-feedback elicitation
have already been executed, and the agent is requesting guidance from the user in the next step.

and better align with users’ nuanced needs and preferences [50, 91].
However, explorations of such techniques are still nascent. Much
of modern agent development efforts focus on autonomous agents
without the need for human supervision, through techniques such
as chain-of-thought reasoning [102] and interleaving reasoning
traces and actions [108].

While creating fully autonomous agents may be compelling
in theory, it has notable limitations in practice. First, we cannot
steer the agent with our expertise and worldly understanding. Two
salient opportunities for agent steering in task completion work-
flows which we focus on in this work are planning and execution.
Agents’ abilities to generate executable plans of action have been
shown to be unreliable across many domains [99]. Without a qual-
ity plan, agents can easily veer off track, wasting resources without
achieving meaningful results. When executing the plan, human
guidance can significantly boost agent performance—Shi et al. [91]
found that even simple feedback from programmers to an agent
for solving Olympiad-style programming problems increased agent
accuracy from 0% to over 85%. Second, and perhaps more impor-
tantly, removing human agency in favor of Al agency can pose
heightened safety risks, disempower us to think critically and be

creative, and harm our well-being more generally [10, 12, 13, 21].
For many nuanced, subjective, and high-stakes tasks, human input
must be considered for Al-powered systems to be successful and
aligned with users’ personal needs and goals [18, 26, 98].

When using LLMs through chat interfaces, a user can engage in
dynamic task planning and execution by sending, receiving, and
evaluating content generated by the model. However, prior work
in HCI and human-AlI interaction has suggested that planning-
enriched workflows—where the LLM first decomposes a high-level
task into lower-level ones and shows them to the user before taking
action—can improve usability and transparency [57, 67]. In con-
trast, rather than automatically generating plans, researchers have
also developed systems for humans to manually compose plans
and then use those plans to guide LLM generation [109]. How-
ever, chat interfaces may not be well-suited for these workflows—
consequently, emerging efforts have started to explore alternative
interaction paradigms when working with agents to perform com-
plex, multi-step, and often long-running tasks [67, 76, 83, 96]. For
example, researchers have engineered node-based canvas interfaces
for information sensemaking [96], ideation [83], and even task de-
composition [104] with LLMs. While canvases provide freedom for
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unstructured exploration with AI models, their lack of structure
can hinder effective orchestration of efforts and agency between
humans and Al when working through structured, sequential plans
of action. We see opportunities for new interaction design pat-
terns to serve as shared operational artifacts to bridge human and
Al planning, such that it facilitates collaborative human-Al plan
composition and execution.

In this work, we introduce Cocoa, a novel system for Co-planning
and Co-execution with Al Agents. Cocoa embeds Al gents into a
document editor—a common site for planning—through a new in-
teraction design pattern which we call interactive plans. Interactive
plans orchestrate actions between a human user and an Al agent
and enable flexible delegation of human and Al agency. As a result,
Cocoa supports human-AlI co-planning: the agent, when invoked
in the document, will first propose a plan of action that the user can
freely modify. This plan is interactive and seamlessly integrated
into the document—the user can then edit the plan steps through fa-
miliar interactions that mirror typical document editing and assign
steps to the agent or themselves. Cocoa also supports human-Al
co-execution: drawing inspiration from the design of computa-
tional notebooks, the interactive plan allows the user and the agent
to collaboratively complete one step at a time or re-execute steps as
desired. The user can interactively refine the agent’s intermediate
outputs and also manually take over steps themselves to steer the
workflow in a more effective direction. Most importantly, Cocoa
interleaves co-planning and co-execution, such that users can
smoothly transition between the two and modify their plans based
on outputs from execution, and vice versa.

We motivate the design and development of Cocoa by focusing
on scientific research as a use case, due to the complex, multi-
step, and information-dense workflows researchers often engage
in throughout their work [28, 29, 47, 48, 60]. Through formative
studies with 9 researchers, we learned that their real-world research
project documents—a running document where researchers infor-
mally jot down ideas, open questions, meeting notes, and more—
contain rich externalizations of researchers’ (often preliminary)
reasoning and thus serve as ideal environments for interacting with
an agent to further tackle research ideas. We also gathered examples
of participants’ plans and preferences for tasks they would delegate
to Al to inform the behavior of Cocoa. After developing Cocoa,
we evaluated it against a strong chat baseline—a more familiar
interface powered by the same agent—through a user study with
16 researchers. We found that compared to our baseline, Cocoa
enabled users to better steer the agent in more helpful directions
without sacrificing ease of use. A deeper investigation into quali-
tative data from the study revealed that the general utility of both
systems depended on the nature of the task, and we unpack scenar-
ios in which using interactive plans as a design pattern may be more
appropriate than chat interfaces, and vice versa. We conclude with
a discussion of how agent interfaces may simultaneously capture
benefits of interactive plans and chat, practical reasons—namely
cost and safety—for including user steps within interactive plans,
and the broader applicability of interactive plans outside of the
document context.

Concretely, our work makes the following contributions:
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(1) A formative study with 9 researchers that uncovered user
needs and opportunities to better support planning and exe-
cution in research project documents.

(2) Cocoa, an interactive system that implements a new de-
sign pattern—interactive plans—in a document editor for
researchers to engage in co-planning and co-execution with
an Al agent.

(3) A user evaluation of Cocoa with 16 researchers, where we
found that interactive plans with novel interaction affor-
dances enabled users to better steer the Al agent without
sacrificing ease of use when compared to a conversational
chat baseline.

(4) Qualitative data from the above provide valuable insights
into when interactive plans may be preferred over chat in-
terfaces, and vice versa.

(5) An in-depth discussion of our work’s practical implications,
including how interactive plans may be used in diverse set-
tings beyond documents, and the trade-offs when compared
with chat-based interfaces.

2 RELATED WORK
2.1 Planning and Interactivity in LLM Agents

Prior work has envisioned autonomous software agents that can
assist users in various ways, from performing complex tasks on
the user’s behalf to monitoring events and procedures [68]. These
“interface agents” [62, 69] can perform visible actions in a direct
manipulation interface without explicit instructions from the user.
Two decades later, the same vision endures with LLM agents. Core
components in LLM agent architectures typically consist of mem-
ory, reasoning, planning, and tool use [53, 65, 97, 100, 108, 113].

Central to LLM agents’ operations is multi-step reasoning,
often implemented by chain-of-thought (CoT) [84, 102, 108] and
subsequent tree-based methods [107, 114]. CoT provides a series of
intermediate reasoning steps as exemplars in prompting to boost
performance on complex reasoning tasks [102]. CoT? is crucial for
facilitating task decomposition and therefore LLM agents’ planning
capabilities [17, 84]. However, even with CoT, critical investigations
of LLMs’ abilities to autonomously generate executable plans reveal
an average success rate of only 12% across diverse domains [99].
Indeed, although CoT can help improve model planning for tasks
with a well-defined solution and logical steps to get to that solution—
e.g., numerical, tabular, and knowledge-based reasoning—[53], it
may not be so effective in domains that require high-expertise, tacit
knowledge to navigate towards ambiguous solutions [37]. Unlike
model properties that show empirical improvement through scaling
laws, limitations of planning in these domains may not resolve with
scale alone as 1) tacit knowledge is not well-documented in training
data and is thus difficult for a model to grasp [18, 25, 110], and 2)
there may be no “correct” workflow for CoT to follow and verify the
correctness post-hoc [44]. Scientific research is one such domain
[110].

In light of this, recent work has recognized the need to interac-
tively incorporate user feedback for improving LLM agents’ plan-
ning capabilities and beyond [51, 57, 90, 99, 108], particularly within

?Henceforth, we use CoT as an umbrella term encompassing chain-of-thought, trees-
of-thought [107], and related methods.
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scientific discovery [70]. For example, Lawley and MacLellan [57]
architected an approach where user interaction is used to guide the
model in planning for unseen tasks on-the-fly using a hierarchical
network of smaller actions. Yet, developments in this area have
been scant, despite the new challenges identified for human-agent
communication [9]. Interfaces for LLM assistants (e.g., AgentGPT
[86], OpenAl Assistants Playground [78], Devin [103]) have been
primarily limited to text-heavy chat interfaces targeted at monitor-
ing agent activity rather than empowering the user to proactively
collaborate with the agent. A small handful of works have started
to experiment with interactive techniques for LLM long-running
agents. For instance, Kazemitabaar et al. [51] developed interfaces
for data analysts to edit an execution plan of an LLM to provide
more control points for steering behavior, while NL2Plan [32] ac-
cepts a bulleted list of user suggestions for the agent as feedback.
However, these interactions are corrective rather than collabora-
tive—that is, users would typically engage in these interactions
to correct agent behavior post-hoc rather than proactively iterate
back-and-forth with the agent at multiple points in the workflow.
Rather than treating human input as a corrective mechanism, we
aim to center human agency through the latter.

The GUI revolutionized computing by shifting interactions from
text-based command lines to direct manipulation of representa-
tions aligned with our mental models [39, 40]. We see a need for a
similar transformation in LLM agents—from autonomous agents to
interactive agents. By “interactive agents,” we mean Al agents that
can effectively elicit and incorporate key guidance from the user
through interactive artifacts shared and co-created with users. For
scientific co-planning, we are particularly interested in embedding
interactive agents into a document environment, as such environ-
ments are common for planning and organizing research projects
while offering valuable context for an agent.

For decades, HCI researchers have been exploring the interplay
between human agency—the feeling of control over one’s actions
and ability to act in accordance with personal goals and values [10]—
and machine agency—the ability for a technical system to complete
a task, often proactively, with minimal human supervision [13].
Horvitz [39] described this interplay as mixed-initiative, prompting
the establishment of a wide range of guidelines for more effective
human-AlI interaction [1, 3, 33, 71]. The field of embodied Al also
explores this through the notion of “shared autonomy” [30, 74]. Our
work introduces an interaction design pattern for LLM agents that
offers a shared, collaborative artifact that aligns agent workflows
and user mental models to facilitate effective collaboration between
users and Al agents.

2.2 Computational Notebooks

The computational notebook is an interactive paradigm that orga-
nizes code, data, rich outputs (e.g., tables, visualizations, interactive
widgets), and other artifacts into linearly arranged cells [16, 56], re-
flecting Donald Knuth’s early visions of literate programming [55].
Computational notebooks are a well-studied paradigm in HCI (e.g.,
[6, 16, 19, 63, 75, 112]). Lau et al. [56] analyzed 60 notebook systems
in academia and industry to formulate a design space for compu-
tational notebooks based on dimensions including data sources,
editor style, and execution order. Informed by these prior work,
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of particular interest to us are design considerations that impact
notebooks’ interactive properties and general utility.

In our work, we take inspiration from design decisions made for
computational notebooks because of the many parallels between
workflows in notebooks and mixed-initiative task completion sys-
tems (see Section ??). For instance, when data scientists often break
down a high-level data analysis task into executable cells in compu-
tational notebooks [52, 87]. As they execute each cell and inspect
outputs, they can verify the quality and sensibility of outputs before
moving forward in their analysis. By drawing these parallels, we
can reveal new opportunities to design interactive workflows and
interfaces for LLM agents. Just like how a data scientist may easily
add new cells in a notebook or reconfigure existing cells to adapt
their analysis plan, a user may interactively edit an agent’s plan
of execution to better steer the agent in productive directions. Fur-
thermore, an agentic system may simultaneously be more usable
and resource-efficient if a user could direct an agent to iterate on
a subtask to improve its output before continuing onto subtasks
dependent on that output. This also demands new ways of viewing
and editing agent outputs on subtasks, which increases opportu-
nities for human input over existing approaches such as simply
logging agent actions [5, 78, 86] Our work exploits these parallels
to contribute new design patterns for steering agentic Al systems.

2.3 Al-Powered Tools for Scientific Research

Significant efforts in recent years have advanced how Al can aug-
ment scientific research. These efforts include tools for paper read-
ing [15, 85] and skimming [29], literature review [60, 81], paper
recommendation [20, 46, 47, 94], information retrieval and sense-
making [14, 28, 49, 101], as well as toolkits [66] and academic search
engines [23, 31, 34] that power or combine these tools. More gener-
ally, progress in this area has given rise to excitement for a “com-
putational inflection for scientific discovery” [38].

Of particular interest to us are works that leverage these recent
advances to help researchers with literature-augmented planning.
Planning a research project is a cognitively demanding, complex
process consisting of iterative cycles of divergent and convergent
thinking grounded in literature review [15, 22, 81]. Research pro-
totypes have been developed to indirectly assist with planning in
two primary ways. Some prototypes help researchers interactively
make sense of papers to orient their work [15, 28, 49, 60, 81]. Other
prototypes have also attempted to generate high-fidelity research
ideas directly [8, 36, 42]. However, when these ideas were evaluated
by human researchers, they received dismal scores. On a 5-point
Likert scale (1 = not interesting, 5 = very interesting), Gu et al. found
that 75% of generated suggestions from their study received a rating
of 3 or lower, with 37% receiving a rating of 1 [36]. Similarly, Baek
et al. saw limited enthusiasm from expert human annotators for
Al-generated ideas from their agent [8].

Is the generation of full research artifacts (e.g., research ques-
tions, proposals) the most promising path to assist researchers? We
question this assumption in our work. Indeed, when working with
other (human) collaborators, researchers often find richness in co-
evolving partially completed artifacts [44, 58, 93, 95] and answering
or asking questions that stimulate critical thinking and reflection
[79, 80]. Another reason for the lack of uptake in Al-generated
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ideas is the lack of human involvement—researchers do not have
opportunities to intervene or provide feedback to the fully auto-
mated generation pipelines. A limited number of works have thus
explored human-AI co-creation of research artifacts [7, 47, 64, 73].
These include in-document commands that trigger an Al assistant
to complete a partial citation based on the user’s preferred bibliogra-
phies and paper collections [7], interactive node-based editors to
iteratively expand upon and refine Al-generated research questions
[64, 83], and emulating colleague and mentor personas using LLMs
to work with the user in developing research proposals [73].

However, despite these systems, there is still little clarity on
how researchers want to co-create with Al during research planning
and execution. The discussed works make assumptions on this
front—for example, Liu et al. [64] assumed that researchers require
Al assistance with research question formulation, while Nigam
et al. [73] assumed that generating a full proposal consisting of a
research problem, methods, and experiments would be most helpful
to researchers. Rather than focusing on generating one type of
research artifact, we contribute an interaction design pattern that
allows for flexible specification of the final artifact and collaboration
between a researcher and an Al agent that can also yield fruitful
intermediate artifacts along the way.

3 FORMATIVE STUDY

Given the opportunities surfaced from prior work, we aim to im-
prove collaboration between humans and Al agents by leveraging
plans as a shared operational representation. We focus on planning
for scientific research as a use case. Scientific research presents
a challenging planning scenario for both humans and agents due
to its complex, multi-step, and fluid workflows and the nuanced
decisions researchers make upon processing large amounts of in-
formation from information-dense scientific papers. Specifically,
we use project documents—a central, running document in which
researchers may jot down project ideas, updates, to-dos, meeting
notes, and more—as the agent environment. We thus conducted a
formative study to answer the following research questions:

RQ1: What are the properties and opportunities of researchers’
project documents?
RQ2: How do researchers engage in planning within project doc-
uments?
RQ2.1: How can we characterize researchers’ intentions for
planning?
RQ2.2: How can we characterize the steps researchers in-
clude in their plan to meet those intentions?
RQ3: How would researchers prefer to interact with an AI-powered
co-planning agent in their project documents?

3.1 Participants and Procedure

We recruited 9 Ph.D. students (detailed demographic in Table 1 of
Appendix B) through an interest form sent to a research organiza-
tion’s internal Slack channel and the authors’ professional connec-
tions. We targeted Ph.D. students and postdoctoral researchers as
they are often the primary owners of research project documents
and lead the detailed planning and execution of research projects.
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All studies were conducted virtually over Google Meet and lasted
around 60 minutes. Prior to the study, we collected, from each par-
ticipant, an active or past real-world research project document
and a brief description of their research interests. The study was
broken down into 3 parts: an activity involving the project docu-
ment shared with us to better understand their current planning
behavior (25 minutes), an activity with a Wizard-of-Oz (WoZ) de-
sign probe to explore how researchers generate project proposals
with new ideas in a document interface with LLM support (25 min-
utes), and a concluding exit interview where researchers reflected
on their experience with the probe and using LLMs in research
more generally (10 minutes). Each participant was given a $35 USD
honorarium after the study. The study was reviewed and approved
by our organization’s internal IRB. Further procedural details can
be found in Appendix C.

3.2 Data Analysis

To answer RQ1, the first author used a hybrid inductive-deductive
coding process [27] to code participants’ submitted project docu-
ments. The first 5 documents were inductively coded to surface
common structural elements before the elements were deductively
applied to the remaining 4. We iterated on existing elements and
added new ones as needed. For RQs 2.1 and 2.2, we performed
inductive thematic analysis on two documents—participants’ sub-
mitted project documents and in-study planning documents. For
RQ2.1, the first author sourced intentions for planning within
submitted project documents by locating the snippet of text that
initiates a plan. For example, if the plan consists of a bulleted list,
the intention is often expressed in the lead-in text that immediately
precedes the list. We note that an individual plan item can also
signal planning intent if it contains a nested plan. The first author
performed thematic analysis by inductively coding the extracted
text. For RQ2.2, the first author identified and extracted plan steps
participants wrote in both documents before inductively coding
them. For RQ3, the first author performed open coding on the study
transcripts before thematically analyzing the coded snippets. To
enrich the data, the first author also extracted and inductively coded
all requests to the assistant from participants’ planning documents.
The codes were discussed and iterated upon with other project
team members on a weekly basis.

3.3 Findings

We present the results of our thematic analysis across study tran-
scripts, project documents, and planning documents. We redact any
project-specific details for privacy and intellectual confidentiality.

3.3.1 [RQT1] Project documents were continually updated
for planning and progress tracking. We examined participants’
real-world research project documents and found several interest-
ing characteristics. First, they were a running planning document
that is continually updated throughout a project’s lifecycle. Some
documents (P1, P4-6) were in a diary-like format with explicit dates,
and others also had clear indicators of chronology, such as having
“Current” and “Archive” sections. The content of these documents
commonly included meeting notes, planned to-do items, progress
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updates tied to to-do items, research questions to discuss with collab-
orators, and links to other documents detailing a particular project
component in further depth.

Plans in their documents also had varying degrees of specificity
and completion. Some had steps that were concretely listed and
culminated in a result at the end of the plan. For example, P2 listed
out concrete experimental steps, followed by figures with bar charts
showing experimental results. Other plans were partially specified
and in-progress. For example, P1’s document contained many par-
tially specified plans with steps such as “what if we focus on only
[concept]?” and “maybe [approach] possible?” Finally, documents
sometimes served as “scratch paper” for reasoning and high-level
goals without concrete plan steps. Most documents (P1, P2-4, P7-
P9) contain one or more problem statements that motivated the
project and stated its core contributions. From there, some partici-
pants listed subgoals and ideas they could explore (all participants).

In sum, participants used project documents informally to leave
a trace of their reasoning and high-level goals, conduct short-term
and long-term planning, and progress tracking of these plans.

3.3.2 [RQ2.1] Participants expressed planning intentions in
documents as questions or flags. Our analysis of these research
documents showed that intention to plan were often expressed
using questions or flags (e.g., “TODO” or “[will try]”), and that
goals were often related to information seeking (e.g., literature
search and review) and other actions (e.g., running experiments).
Specifically, many asked themselves a question (often in a how?
and can we? format) before creating a plan to answer it. For example,
P7 asked “How to construct the corpus?” before creating a plan
to detail one approach. While sometimes these questions were
written down as a way to provoke thoughts without intent for
planning to answer them, flags signaled clear intentions to create
a plan. A few participants (P3, P4, P7) also initiated planning from
hypotheses they hoped to verify. This can be accomplished through
information seeking, running experiments, or both. For example,
P3 hypothesized that “similarity matching scores between [texts]
describing [concepts] will be higher for [criteria] than those different
than [criteria]” and then laid out an experimental plan to verify
that hypothesis.

In sum, in all research project documents, we saw places where
participants intended to initiate a multi-step plan to address differ-
ent research tasks. The most common category of tasks are ones that
were literature-augmented (e.g., literature search and understand-
ing), which are often combined with a wide variety of other research
actions, such as experiment/artifact design (P3), experiment/code
execution (P4), data inspection and synthesis (P7), communicating
and discussing results (P5), and ideation (P2).

3.3.3 [RQ2.2 & RQ3] Literature-augmented tasks present
valuable opportunities for incorporating Al support. When
asked about incorporating Al support into their research documents,
all participants expressed a desire to use Al to help with literature-
augmented tasks—exploring and understanding relevant literature
to inform decision-making. This finding echo recent surveys on
how researchers leverage LLM to conduct research, where the most
frequent usage category was information-seeking [61].

Using the design probe, participants conducted a wide range
of high-level to specific literature-grounded tasks, from “what are
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related works in [field] or [field] about [problem]?” (P9), to “can you list
some recent (>2020) papers that address [problem] for [technology]?”
(P2), to “are there any datasets of [domain] or any other interactions
between [group] and [group]?” (P4), to “see definitions [of term] from
prior papers” (P7).

Participants saw opportunities in leveraging Al systems to save
them both time and manual effort for these tasks and to become
more effective in these tasks. They pointed to modern Al systems’
ability to retrieve vast documents and to reason over them. P3 ex-
plains: “[the WoZ probe] reduces my workload on going and searching
on Google Scholar and speeds up [my workflow] more.”, and noted
that current search engines do not respond well to natural language
questions, which are often how participants planned out literature-
augmented tasks in their documents (Section 3.3.2). Further , P4,
P5, and P7 mentioned that Al agents today can reason over docu-
ments and generate interesting inspirations. Specifically, P9 shared
that their goal for a literature search was clarified upon reading Al
responses in the probe: “seeing this I'm realizing that what I really
wanted to find was a characterization of [concept].”

Overall, participants saw Al as a means of exploring an expansive
information space built from literature—perhaps too effortful for
them to effectively navigate on their own—and returning resources
to inspire new ideas and conclusions.

3.3.4 [RQ3] Participants preferred to perform higher-level
reasoning and synthesis themselves. Participants also pointed
to tasks in their plans that they did not want Al to automate away. In
particular, participants saw higher-level reasoning and information
synthesis as critical tasks they wanted to do themselves. They
were also often unsatisfied with AT’s outputs on these tasks. P3
explains: “this tinkering process around reading and playing around
with things is what gives you the ideas. I don’t know if I want those
things automated because the process is as helpful as the final result.”
P5 agreed that they “wouldn’t want it to be making the final decisions
for sure. Just give me inspiration for where I can go.” Specifically,
they shared that “the main thing I worry about is feeling enough
ownership if Al makes more consequential decisions. An overeager
Al assistant that attempts to perform tasks researchers prefer to
do themselves is frustrating because it does not complement the
user’s work and instead creates undesired noise for them to filter
through.

335 [RQ3] Document editors are promising environments
for human-agent interaction. Participants also shared how they
would like to receive Al assistance. P1 and P2 envisioned an Al
system “actively engaging with the content I'm writing [...] after I
write each statement, the system could retrieve relevant papers that
could provide background or related work for me to read more.” Al-
though desirable, participants also identified a challenge with this
kind of interaction: context specification. P2 was concerned that
they would need to “prompt [the AI] with a lot of background,” but
realized that within their project document, they “might have [the
background] written down so it’s fine.” For planning in particular, P9
appreciated that during the study, either a facilitator or a partici-
pant wrote out plan steps in the document: “the ability to layout the
steps when I start something was very helpful [for] visualizing the
outcome.” Thus, there is strong motivation for designing an agent
to work within and draw from a project document.
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Commenting on the separation of the WoZ probe and the plan-
ning document and the Al output document, P3 wished for closer
integration but still maintaining agency to move output into the
user’s workspace when desired: “having something on the side that
does not infill into where I am writing, like a side [panel]—if I want
something from it and I want to bring it back into my doc, having
that agency to decide would be better for the document itself and my
experience.” P9 suggested an interaction similar to “in-line comments
for Google Docs” to only expose relevant outputs in a sidebar when
the information is requested.

In sum, participants wanted tighter integration between an Al
agent and their project documents for two main reasons. Firstly,
they wanted to receive in-situ Al support as they plan and execute
research tasks in their documents, and, secondly, they wanted the
Al agent to have access to the broader context that already existed
in their project documents.

3.4 Design Goals

We synthesize our formative study findings into three design goals
for an interactive system that facilitates meaningful collaboration
between researchers and Al agents by using plans as a shared
representation.

DG1: Integrate seamlessly into a document environment. We
learned from answering RQ1 that project documents contain
rich externalizations of reasoning. This is key information
an Al agent can use to better assist the researcher. We also
learned from answering RQ3 that the document is an ap-
pealing environment for researcher-agent collaboration, but
requires careful information management strategies to pre-
vent unwanted distractions. Thus, we strive to seamlessly
embed agents into documents. This involves 1) allowing the
researcher to use already-familiar document editing affor-
dances and representations to interact with the Al agent,
and 2) strategically managing outputs to avoid excessively
cluttering the document.

DG2: Allow flexible delegation of agency between researcher
and Al As we learned from RQs 2 and 3, researchers may
not want to delegate all parts of a plan to Al This prefer-
ence may also be context-dependent and constantly shifting.
Satyanarayan’s calls for flexibly delegating agency between
humans and Al [88] may be one promising approach. We
offer a concrete implementation of this flexible delegation
in our system.

DG3: Provide opportunities for researcher-Al collaboration
in both planning and execution. Delegation is an impor-
tant aspect of planning, but it does not guarantee successful
execution of a plan. We saw throughout the probe activity
that researchers encountered (and sometimes even expected)
imperfect Al outputs when executing tasks with AL They
then envisioned stepping in to provide the agent with more
context or iterating on the outputs themselves. We thus see
two stages for fertile researcher-Al collaboration: planning
(collaboratively devising a plan to tackle a problem) and
execution (collaboratively completing steps in the plan).
In practice, these two stages are closely intertwined and
synergistic, so we aim to support both simultaneously.
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4 COCOA:SYSTEM WALKTHROUGH AND
IMPLEMENTATION

Inlight of our design goals, we present Cocoa, a system that embeds
an Al agent into a document editor using a novel interaction design
pattern we call interactive plans. Interactive plans allow users to
collaboratively plan (co-plan) with the agent—the agent proposes
an initial plan of execution to tackle a user request that the user
can edit to their liking. Then, users can collaboratively execute
(co-execute) the plan with the agent—the user and the agent can
build off each others” work to synergize human and Al capabilities,
and provide flexible negotiation of human and machine agency.

To illustrate the features and functionality of Cocoa, we follow
the journey of Noéirin, a researcher in human-Al interaction, as she
uses her project document to further explore open questions in
interactive interfaces for Al agents.

4.1 Co-Planning

4.1.1  Invoking the agent and selecting plans. Noirin’s project docu-
ment is an informal, reverse chronological log of research progress
and includes information such as meeting notes, rough ideas, links
to literature, and questions for herself and her collaborators. To
initiate co-planning, Noéirin can highlight any piece of text in her
document that (implicitly or explicitly) contains a request she would
like to tackle with the agent. She highlights a question she previ-
ously wrote but has not gotten an opportunity to explore yet: “What
are new ways Al agents can interactively elicit human feedback?” She
then invokes the agent with a button that appears above the high-
lighted text in a floating menu. The agent analyzes the request
within the context of other text in her document and proposes a se-
ries of plans for answering the question. These plans are displayed
in the document via a plan selector UI within the editor, which
allows Noirin to browse and select a plan. Upon Noéirin’s selec-
tion, a plan becomes fully interactive within the document. This
interactive plan is comprised of a series of editable plan steps as a
bulleted list. Each plan step further consists of several interactive
components.

4.1.2 Agent steps and user steps. Noirin can use the step assign-
ment toggle to assign the step to herself (a “user step”) or the agent
(an “agent step”). User steps are highlighted in blue. When execut-
ing the plan, the agent will automatically attempt agent-assigned
steps but will request Noirin’s input on user-assigned steps; when
that happens, a step will be highlighted in orange. For now, No6irin
is satisfied with how the agent has left some steps that require
higher level reasoning to herself.

4.1.3 Editing the plan step description. The step description ap-
pears in an editable text field and describes a subtask in natural
language while doubling as high-level instructions for the agent.
Noéirin can edit the step description just like editing any other bul-
leted list in her document. The system will prompt Néirin to save
any changes upon editing with the keyboard shortcut Cmd/Ctrl+S.
In addition to editing the step description herself, Néirin can also
employ LLM assistance—highlighting any text within a step de-
scription will present a button in a floating menu labeled “Suggest
alternate step” When clicked, an LLM suggests a step to replace the
current one, informed by the previous steps. Noirin tries this a few
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3, Plan becomes interactive in the document
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Figure 3: A user invokes the agent on a piece of text in the document by clicking on the “Invoke agent” button that appears on
hover whenever text is highlighted. The agent will use the highlighted text and context from elsewhere in the document to
propose a series of plans, displayed in a plan selector that appears under the highlighted text. Once the user selects a plan, it

becomes fully interactive in the document.

Step assignment toggle

Agent step

e Generate a list of topics or concepts relevant to interactively
eliciting human feedback

Editable step description

e Generate a list of topics or concepts relevant to interactively
eliciting human feedback

§<B-27% |

Figure 4: For each plan step, the user can assign the step to
either themselves (a user step) or the agent (an agent step)
by using the step assignment toggle, as well as edit the step’s
description.

times on a step she wishes to modify, and although the agent’s sug-
gestions are interesting, she feels like the original step is still closest
to what she prefers. Noirin can easily undo these suggestions with
the keyboard shortcut Cmd/Ctrl+Z.

4.1.4 Replanning. After reverting back to the original step de-
scription, Néirin is curious about authors who have published on
“Interactive feedback mechanisms in Al” rather than seeing papers
directly. She edits the step description to reflect this and saves it. At
this point, the plan’s trajectory has changed—the next step, which
has the agent suggest common themes in papers, is now irrelevant
because none of the previous steps retrieve papers. The system

J¥ Suggest alternate step

¢ Generate a list of topicsmncepts relevant to interactively
eliciting human feedback

e Brainstorm and list central themes for capturing dynamic human
feedback efficiently
Cmd/Ctrl + S to save edits

Figure 5: Highlighting text within the step description will
bring up an option for the agent to suggest an alternate step.
The user can undo the suggestion or save to accept it.

automatically detects this and replans subsequent steps ac-
cordingly by removing those steps and “autocompleting” the plan
with new ones. Just like with full plans, Cocoa will present a se-
lection of new steps for the user to choose from. Noirin selects an
option where the agent searches for some papers by the authors it
found earlier in the plan before summarizing some common themes
across collected papers.

4.1.5 Adding and deleting steps. In Cocoa, Noirin can easily add
and delete steps from the plan. She notices that the agent has
proposed a summary step that may be irrelevant, so she highlights
the entire step and hits Backspace to delete it from the plan. This
interaction mirrors how one would delete an item in a bulleted
list elsewhere in the document. She also thinks it may be useful
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Figure 6: If major changes are made to a step that changes the rest of the plan’s trajectory, Cocoa detects this and will trigger
replanning. Replanning replaces subsequent steps with ones that the agent suggested for “autocompleting” the plan.

for the agent to take her ideas from the last step and offer some
constructive critiques based on existing literature. She uses the
keyboard shortcut Cmd/Ctrl+Enter while selecting the last step to
add a new step below it, and edits the step description of the newly
added step accordingly. After saving her changes, Noirin has made
all her desired edits to the plan.

4.2 Co-Execution

Now that Noéirin has made her desired edits to the plan, she is
ready to co-execute it with the agent. There are two modes of
co-execution: continuous and stepwise. Each step has a step com-
pletion indicator that indicates whether the step has not yet been
run (a bullet point), is in progress (a spinner), requires user input
(a question mark badge), or is complete (a checkmark). Drawing
inspiration from computational notebooks, these indicators offer
Noirin a glanceable way to stay informed about the agent’s progress
and where she needs to take action in the plan.

4.2.1 Continuous and stepwise execution. No6irin can trigger con-
tinuous co-execution with the [Run all] button (or an [Update
and run] button if the plan was edited) at the top of the plan. In
continuous co-execution, the agent will automatically continue
onto the next step as soon as it (or the user) has completed the
previous one, until it reaches a user step or the end of the plan.
By contrast, stepwise co-execution allows Noirin to run one
plan step at a time, taking inspiration from computational note-
books. When Néirin hovers her mouse over the bullet point of the
first plan step, the bullet point turns into a play button that, when
clicked, will run only that step. Upon the step’s completion, the
agent will not execute the next step until N6irin manually clicks that
step’s play button. Unlike some computational notebooks, stepwise
execution does not permit out-of-order execution of steps® because

3We also note that out-of-order execution in computational notebooks is a major user
pain point identified in prior academic work [16, 56] and industry reports [35, 45].

some steps may rely on the outputs of previous ones. The interface
reinforces this by only allowing a step’s bullet point to turn into a
play button on hover if the previous step has been completed, or if
it is the first step. Noéirin can switch from stepwise to continuous
co-execution at any point by clicking the [Run remaining] button
at the top of plan. Conversely, Noirin can switch from continuous to
stepwise co-execution by clicking on the [Pause after this step]
button during execution and manually run subsequent steps.

If Noirin wants to rerun any completed step, she can easily do so
by hovering over the step’s checkmark indicator and clicking on the
play button that appears. Knowing this, Noéirin initiates continuous
co-execution of her edited plan by clicking on the [Update and
run] button.

4.2.2 Completing user steps. The agent completes the first step of
the plan and arrives at a user step. Here, the agent requires user
input to continue. Noirin can easily see this because of the orange
highlighting on the step for which her input is needed. She clicks
into the text that appeared under the step prompting her to provide
her guidance and opens an interactive sidebar. The sidebar offers
her a built-in paper search functionality connected to the Semantic
Scholar academic database and she uses this to add some relevant
papers she previously encountered. She clicks Save, adding the
papers and their metadata to a plan-specific context pool that the
agent references when completing future steps. The agent then
proceeds to complete the next step with this updated context to
expand upon Néirin’s selected papers.

4.2.3 Editing outputs of agent steps. The agent has now completed
the third step, where it conducted a paper search guided by Noirin’s
seed papers from the previous step. Noirin clicks into a text preview
of the output that appeared under the step, opening a sidebar similar
to the one she used in the previous step to add papers, this time
populated with interactive paper cards. This presents opportunities
for her to further guide the agent with her expertise by removing
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Figure 7: Users can run a plan using continuous execution (left) or stepwise execution (right). A single button click at the top
of the plan triggers continuous execution, in which the agent will automatically move onto the next step as soon as it has
completed the previous one. To trigger stepwise execution, users hover over the play button beside each step. The agent will
not move onto the next step until the user explicitly clicks the play button for that step.

papers she considers irrelevant and adding papers the agent might
have missed. She sees a couple of low-quality results that have
incoherent titles and removes them by clicking X on the card. She
also uses the built-in topic search in the sidebar to search for and
add topics to the list. After a couple different searches, she adds one
more paper she recalls from a past discussion with a collaborator
and saves this curated list. The papers in this list, along with its
metadata, are stored in the plan’s shared context pool.

The interactive Ul in the sidebar dynamically adapts according
to the step’s output type, which fall into one of categories in Cocoa:
papers, authors, topics, entities, and text. Papers, authors, and topics
are drawn from the Semantic Scholar and are displayed as interac-
tive cards that Noéirin can add or delete. The sidebar has built-in
Semantic Scholar search for papers, authors, and topics, the results
from which she can add to the agent’s output. Entities are lists of
items in natural language (search queries, research questions, etc.)
and are displayed as editable pills. Text is natural language text
displayed in an editable text box.

The system tracks how many times Noirin edits agent outputs
as an indicator of output reliability. If she edits an output more
than twice on a particular agent step, the agent will pause and seek
her confirmation on that step before continuing. Moreover, if the
agent fails to return any output, the system will alert N6irin and
ask her to complete the step instead. These features loop in human
guidance to bolster the quality of outputs in the face of weak agent
performance or agent failures.

After the final plan step has been completed, the agent adds
a plan output panel (Fig. 9) containing a modified version of
the last step’s output into the document just below the plan. The
modification involves rewriting the output, given the context of
the plan and its outputs, to more directly connect to the original
user request. This brings the results of running the plan into the
document so Noirin can easily reference it in the context of other
content. The panel is collapsed by default to save space and reduce
clutter, but she can expand it to copy and paste parts of the output
she finds useful and add them to her document. If she does not
want the panel in her document at all, she can simply delete it; she
can still access the outputs of all steps in the sidebar.

4.3 TIterative Co-Planning and Co-Execution

In addition to supporting co-planning and co-execution indepen-
dently, Cocoa is designed to support synergistic blending of the
two. As Noirin co-executes the plan with the agent, she encounters
an author that the agent identified who publishes highly relevant
work and wishes to further explore the author’s papers. She edits
the following step’s plan description to satisfy this. She reruns that
step and receives a new batch of papers, and the agent automati-
cally reruns the rest of the plan with the updated output. She is also
not satisfied with the agent’s interpretation of common themes and
believe that she can surface deeper insights by reading the papers
herself, so she toggles that step to be a user step. After having some
time to read the papers, she returns to her document and jots down
her insights. In doing so, has already started reasoning about new
feedback elicitation mechanisms for agents. She now finds the next
step repetitive, so she deletes it. She reruns the last step on her
updated notes to see the agent’s constructive critiques. Overall,
her use of Cocoa is highly iterative, and she smoothly transitions
back-and-forth between co-planning and co-execution.

So far, Néirin has just been interacting with one plan. While
waiting for the agent to complete a series of steps, she uses the
[Collapse] button to hide the steps and only reveal essential infor-
mation about the plan’s status. She identifies a couple more areas of
her document that merit further exploration and invokes the agent
on them. Soon, she is co-planning and co-executing with multiple
agents on different parts of her document in parallel. This is not
cognitively burdensome for her as she only has to attend to one
plan at a time as the others are all collapsed and running in the
background (See Fig. 10).

4.4 Implementation Details

4.4.1 Technical stack. Cocoa is implemented as a web application
with a Next.js and TypeScript frontend communicating with a Flask
backend. The frontend uses the Tiptap?* framework for the main
document editor. Each document supports synchronous collabo-
ration via Hocuspocus® and all changes are auto-saved to Tiptap

“Tiptap is an open-source headless wrapper for ProseMirror, a toolkit for building
web-based rich text editors.

SHocuspocus is a Y.js WebSocket backend for conflict-free real-time collaborative web
apps.
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Figure 8: Users can click the output preview text beneath the plan step to access the interactive sidebar (1). By editing agent
outputs in the interactive sidebar (2), users draw from their expertise, such as papers the agent might have missed (3), to guide
the agent. Once edited, an indicator will appear in the output’s text preview below the step (4).
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Figure 9: Once the execution of the entire plan is complete,
the agent inserts a plan output panel in the document with
a modified version of the last step’s output. This allows the
user to view the plan’s results within the context of their doc-
ument. The panel can be expanded or collapsed, and remains
in the document even if the plan itself is collapsed for easy
access.

Cloud, which also serves as storage for all participant documents. In-
teractive components within the document editor are implemented
as custom Tiptap extensions in TypeScript.
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Figure 10: Users can create plans at multiple locations in
their document and have the agent tackle them in parallel.
Plans can be collapsed to only reveal essential information
about their operating status.

4.4.2 Underlying LLM Agent. The Flask backend orchestrates LLM
activity with calls to GPT-4o (scaffolded by LangChain®). To op-
timize for speed, simple actions such as plan generation or text
summarization, the system makes a direct call to GPT-4o. For plan
steps that required access to the scientific literature, we created a
custom tool-calling LLM agent powered by GPT-4o that had two
tools that allowed it to access the public Semantic Scholar API7,
which covers paper/author/topic search, and the Ask this Paper®
feature for paper summarization and question-answering. While

®https://www.langchain.com/
https://www.semanticscholar.org/product/api
8https://www.semanticscholar.org/product
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GPT-4o0 provides APIs for managing multi-turn conversation con-
text, the system manages its own context and always calls GPT-40
single-turn completion APL. All prompts used are provided in Ap-
pendix F.

4.4.3 Guidance for plan generation. We use findings from our for-
mative study to guide the agent’s generation of initial plans. We
had asked participants to write down brief plans as part of the
probe activity (see Section C.2) and affinity mapped participants’
plan steps into themes, after which we created a “step template” for
the theme. For example, many participants wrote a paper search
step, for which we created the following template: Search for papers
that discuss [query] and sort by [criteria]. Based on participants’
preferences of which steps they prefer assigning to an Al vs. keep-
ing for themselves (RQ3 from our formative study), we organized
these steps into agent and user steps. We then wrote examples of
how these steps are composed into plans for tackling particular
questions, once again drawing from plans participants wrote in the
probe activity. These examples were provided for in-context learn-
ing in CocoA’s system prompt for plan generation (see Appendix
F).

We also enable Cocoa to learn from interactive plans the user has
previously created and edited. When the agent is invoked, Cocoa
collects the existing plans in the document and adds them to the
in-context learning examples on-the-fly. This allows the user’s co-
planning efforts to be reused for similar requests elsewhere in the
document.

5 USER STUDY

We conducted a within-subjects user study with 16 researchers to
evaluate the effectiveness of Cocoa—and by extension, our design
pattern of interactive plans—against a strong chat baseline. Specifi-
cally, our study aimed to address the following research questions:

RQ1: How does Cocoa compare to our chat baseline for ease
of use, steerability, and general utility in research project
documents?

RQ2: When did researchers prefer interacting with an Al agent
through interactive planning over our chat baseline, and vice
versa?

RQ3: What kinds of steps did researchers wish to assign to an
agent and themselves in practice?

5.1 Participants

We recruited 16 Ph.D. and postdoctoral researchers (14 Ph.D.s,
2 postdocs; 10 female, 6 male) in computer science (CS) or CS-
adjacent areas via university mailing lists, word of mouth, social
media recruitment messages (on Twitter/X, Mastodon, Bluesky),
and personal connections. One participant also participated in our
formative study. 15 researchers were based in the United States, and
1 was based in Canada. Participants’ research areas ranged from
large language models, to ubiquitous computing, to visualization;
broadly, they spanned HCI (n = 10), ML (n = 3), and NLP (n = 3).
We sent out a recruitment form to collect basic demographic details,
frequency of Al use in research, and a copy of a project document
from an ongoing or completed project document to use during
the study. We recruited on a first-come, first-served basis as we
conducted our studies and closed recruitment when we approached
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data saturation. In our participant pool, many users were occasional
(6) or frequent’ (6) users of Al tools in the research process. We also
recruited 4 additional participants (1 female, 2 male, 1 non-binary)
from our institution for pilot studies to test out Cocoa, catch usabil-
ity issues, and help us refine our procedure. We learned from our
pilot studies that the length of generated plans should be around 3
steps (rather than the system’s default of 5-6 steps) to fit within the
study’s time constraints. Further details of our study participants
can be found in Table 2 of Appendix D.

5.2 Baseline System

The baseline system (Figure 11) was a chat interface powered by the
same LLM agent used in Cocoa: it used GPT-40 with access to the
same tools for completing literature-related tasks using a combina-
tion of Semantic Scholar and standard LLM capabilities (summariza-
tion, accessing knowledge stored in weights, etc.). While we could
integrate interactive plans within chat and vice versa (more on this
in Section 7.1), we opted not to for a cleaner comparison of the two
design patterns. The design of the chat interface closely resembled
that of popular LLM chatbots such as ChatGPT, Claude, and Gemini.
This chat interface was used alongside the same document editor
as the one Cocoa uses, except we removed the option to invoke the
agent, thereby eliminating all interactions related to co-planning
and co-execution. During the study, participants positioned the
chat interface beside the baseline document editor for easy access.

5.3 Research Task

Since the capability of our underlying agent focused on helping
users explore and understand scientific literature, we designed our
study so that our participants tackled a literature-augmented task
in each of Cocoa and the baseline. By literature-augmented, we
mean tasks that are to be completed by referencing or drawing
from academic literature; in the study, participants worked on not
only literature review tasks, but also tasks where researchers need
to make literature-informed decisions such as study design and
ideation. This stands in contrast with tasks focused on writing
mechanics (e.g., rewording a sentence) or tasks that do not involve
literature (e.g., booking travel) that past work has covered (e.g.,
(54, 59, 67, 105, 106, 111]).

To make the study more realistic and grounded in real-world
research projects, tasks for this study were open questions or un-
finished items from participants’ existing project documents. To
control for the length of the study, the first author reviewed the
participants’ documents prior to the study to identify and highlight
two candidate tasks. To make sure the two tasks are valid and com-
parable, early on in the study, the first author asked participants 1)
whether the tasks have been decisively solved by the participant
and whether they would still like to explore them in the study, and
2) whether the two tasks are similar in scope, such that one task
does not take significantly more resources and effort to explore
than the other. If these conditions were not met, the participant
was prompted to rewrite one or both tasks until they were. The
two tasks were then randomly assigned to Cocoa and the baseline.

9We define “occasional” and “frequent” the same way as we do in our formative study
(Table 1).
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One opportunity we want to explore: researchers often maintain a project-specific
document (e.g., using Google Docs) to keep track of ideas, plans, progress, and
relevant past literature

« This document can represent researchers’ rich and up-to-date “mental model”
about a project, and allow the agent to better understand the humans it's
interacting with

Conversely, as an agent learns from its users’ behavioural preferences and
interests, it can externalize it to the document as long-term memory and
transparency

Some open questions:

1. What are new ways for Al agents to interactively elicit human feedback?
2. How can an agent learn from an external document to understand the users’
‘mental models in order to provide better responses?
3. In addition to learning from a document, how can an agent learn from
conversing with the user (is conversation even the right interaction??) ...
1. Explicitly ask users questions (e.g., clarification questions) to better
learn about users' interests and preferences.
2. Implicitly learn about users’ interests and preferences from
interacting with the users.
Tentative goals
« The system can propose plans that involve predefined user steps when
appropriate to improve performance / user experience
« Aninteractive Ul that allows users to examine and change the proposed plan
as it's being executed to... E.g.,
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User ):54 a.m.
what are some recent papers on LLM planning and task
decomposition??

System Today, 10:54 a.m
Here are some recent papers on LLM planning and task
decomposition:

1. ADaPT: As-Needed Decomposition and Planning with
Language Models

o Authors: Archiki Prasad, Alexander Koller, Mareike
Hartmann, Peter Clark, Ashish Sabharwal, Mohit
Bansal, Tushar Khot

o Venue: NAACL-HLT

o Publication Date: November 8, 2023

o Abstract: This paper introduces ADaPT, an approach
that explicitly plans and decomposes complex sub-
tasks as-needed, adapting to both task complexity
and LLM capability. It demonstrates substantial im-
provements over established baselines in various
tasks.

o R re

2.MLDT: Multi-Level Decomposition for Complex Long-
Horizon Robotic Task Planning with Open-Source Large
Language Model

o Authors: Yike Wu, Jiatao Zhang, Nan Hu, LanLing
Tang, Guilin Qi, Jun Shao, Jie Ren, Wei Song

o Venue: arXiv.org

o Publication Date: March 27, 2024

o Abstract: This paper proposes MLDT, a method that
decomposes tasks at multiple levels to address com-

Figure 11: Participants’ typical setup for our baseline condition. On the left, the same document editor from Cocoa but without
an option to invoke the agent for co-planning and co-execution. On the right, the agent situated within a chat interface.

5.4 Procedure

The first author (study facilitator) conducted 1:1 studies with the
16 participants over Google Meet between October and December
2024. Each study was 90 minutes in length. The study started off
with introductions and a brief overview, followed by the two tasks,
which were counterbalanced across participants.

In the Cocoa condition, participants first watched a 6-minute
video demo of the system, and were then directed to a document
where they would get used to using Cocoa’s features on the fol-
lowing sample question: “How can we use Al to better society?” This
practice period lasted around 10 minutes. Participants were then
asked to spend 25 minutes to make as much progress as possible
tackling the task assigned to this condition with Cocoa, thinking
aloud as they did so. They were also permitted to also use other
tools (academic search engines, other Al tools, social media, etc.)
alongside Cocoa, although very few did. After the 25 minute ses-
sion, participants wrote a brief set of takeaways and next steps
from their exploration, and filled out a short evaluation form with
5-point Likert scale questions about their experience (see Appendix
E for this form). After submitting the form, they were encouraged
to further try out Cocoa on other parts of their project document
for another 10-15 minutes.

In the baseline condition, we did not provide participants a tu-
torial because the chat interface was already ubiquitous beyond
interacting with Al agents. Participants were once again asked to
spend 25 minutes making as much progress as possible tackling the
task assigned to this condition, thinking aloud as they did so and
using other tools if desired. They wrote brief takeaways and next

steps after the 25 minutes was up and filled out the same evaluation
form as the Cocoa condition.

The study concluded with a semi-structured interview that lasted
around 15 minutes. Participants were asked to reflect on their expe-
riences across the two systems and discuss the pros and cons of both.
They were also asked about particular decisions the study facilita-
tor observed when using each system. After this study concluded,
participants received a $75 USD honorarium for their participation.
All studies were recorded and transcribed by Google Meet. This
study was reviewed and approved by our organization’s internal

IRB.

5.5 Data Analysis

The first author analyzed the recording transcripts using Braun
and Clarke’s reflexive thematic analysis [11]. This approach uses a
hybrid inductive-deductive approach to iteratively surface codes
and themes across the data. We paid close attention to codes related
to participants’ comparisons of their experiences across the two
systems and gradually grouped them into themes. NotebookLM!®
was used to help iterate on themes and discover new ones. We
performed statistical tests of participants’ ratings on the evaluation
forms with the Wilcoxon signed-rank test (with the Bonferroni
correction for our multi-rating analysis on significant results) given
the non-parametric nature of our data. We also saved all documents
used in the study as well as all conversation histories in the baseline
system, and referred back to them for context when needed.

Ohttps://notebooklm.google.com
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Figure 12: An overview of participants’ Likert scale ratings of steerability, ease of use, and general utility across our baseline

and Cocoa.

6 RESULTS

In this section, we present quantitative and qualitative analyses of
participants’ data from our user study. We group these results by
our research questions from the start of Section 5.

6.1 Steerability, Ease of Use, and Utility (RQ1)

We denote the median rating of our baseline and Cocoa as M}, and
M,, respectively, and the Wilcoxon test statistic as W.

Introducing novel interactive systems with additional affordances
can often lead to higher effort when using the systems [40, 92]. How-
ever, based on participants’ post-task ratings on a 5-point Likert
scale, there was no significant difference in perceived ease of use be-
tween the baseline and Cocoa with N participants (M}, = 4.5, M, =
4,p = 1.000, W = 7.50). The distributions of ratings between the
two conditions were nearly identical, as indicated by p = 1.000.
At the same time, we observed a significant difference that Cocoa
provided better steerability. In response to the question ‘T could
easily steer the system towards doing something helpful,” partici-
pants rated Cocoa higher than the baseline to a significant degree
Mp =3, M, = 4,p =0.005W = 0.)11 W = 0 indicates that all
participants rated CocoA’s steerability as greater than or equal
to that of our baseline. In sum, these results suggest that Cocoa
provided rich and flexible affordances that can improve steerability
of Al agents without sacrificing ease of use (12).

We also tested for differences in general utility, which was a com-
posite metric consisting of three measures broadly related to the
usefulness and insightfulness of system outputs, but we found no
significant differences (M, = M; = 3.5, p = 0.7, W = 40). This was
unsurprising—we did not explicitly aim to improve general utility
(but hoped it would not decrease) as the systems’ perceived util-
ity may depend on a range of system-agnostic factors beyond our
control (e.g., contextual interpretations of outputs by researchers,
researchers’ existing understanding of the problem space, etc.) How-
ever, improved steerability may have allowed users to steer the
agent away from providing downright unhelpful outputs (as indi-
cated by the fewer ratings of 1 and 2 for Cocoa in Fig. 13). Addition-
ally, the nature of the task may have influenced perceived utility,
as Cocoa might be better suited for certain tasks, while chat may
work better for others. The random assignment of tasks in our study
procedure can thus limit how informative quantitative measures of
utility can be when evaluating the two systems. Qualitative insights

Here, we set the significance threshold to @ = 0.05/3 = 0.015 using Bonferroni
correction. Our result is significant post-correction: p = 0.005 < 0.015

from post-task interviews and participants’ think-aloud sessions
can provide deeper insights into the task suitability of interactive
plans, and we unpack this in Section 6.2.

6.1.1 Co-planning afforded steerability. Participants found
various co-planning features provided by Cocoa helped improve
steerability over and control of the agent. Many thought that the
ability to compose, edit, and rerun plan steps allowed them to better
“fine-tune” the agent’s outputs and their research process. P1 said
that they could “use [plan steps] as building blocks” to create a
custom workflow. In addition, they wished that even more plans
were presented to them in the plan selector and to interactively
drag and drop steps across multiple plan versions to compose them.

P7 and P15 both appreciated the ability of edit and rerun steps,
as it enabled them to quickly ‘organize thoughts and iterate on ideas”
(P7); P15, specifically, iteratively adjusted a “paper search” step,
reran it to cover papers from venues that they preferred, and was
able to obtain more relevant final outputs with running the rest
of the steps in the plan. Another interesting strategy was that P16
found “backtracking” to a specific step and editing it to be much
more helpful than digging through a chat conversation: “With chat,
when does something wrong there’s not really an easy way to fix it
because there’s no concrete steps that it’s following, whereas [with
Cocoa ], I can go back and be like, let me have it do something else
here.” Another interesting use case was that P12 added a step at
the end of their plan to have the agent suggest some potential next
steps to pursue after seeing its paper summaries. 2

Besides iterating and steps by editing and rerunning them, we
also observe participants removing system-suggested steps to im-
prove the plans. For example, P5 removed a less relevant intermedi-
ate step on searching for papers related to autonomous vehicles to
avoid distractions from this tangential topic. In sum, participants
leverage different features to co-plan with Cocoa, including adding,
removing, editing, re-running, and composing steps in the plan to
explore different execution strategies while staying focused to the
original goals they set out to achieve.

6.1.2 Co-execution afforded steerability. Participants liked
having the flexibility to choose between stepwise and continuous
plan execution. Many chose stepwise execution because it allowed
them to better control the overall process and prevent error propa-
gation. P4 and P11 both wanted to verify and manually curate the

2Cocoa does not yet support nested planning; otherwise P12 could have generated
an interactive plan based on the last plan step by invoking the agent on it.



Cocoa: Co-Planning and Co-Execution with Al Agents

Baseline

arXiv, January, 2025

Cocoa

Easy to steer the system towards being helpful 25% 31%

System was easy to use 16%  19%

g 25%

R 25%

Developed better understanding of potential solutions 31% 1 19% 50%
Obtained new and useful insights from system 6% 31% 4 12% 25%
System's outputs were useful 12% 31% g 38%
1 - strongly disagree 2 3 - neutral 4 I 5 - strongly agree

Figure 13: A breakdown of participants’ Likert scale ratings of steerability, ease of use, and general utility across our baseline
and Cocoa. The three measures included in general utility are highlighted in blue.

list of papers returned by the agent from a paper search step before
the agent moves onto subsequent steps, with P11 specific citing a
resource efficiency as a practical reason: “If I update [outputs of] the
first or second step it would need to rerun the following steps. I just
want to reduce some API usage.” P10 similarly mentioned that they
would “waste energy” running subsequent steps if they detected
errors in initial steps. P3 and P10, who were both computational
notebook researchers, both made connections between stepwise
execution to notebooks. P3 said that the workflow was familiar and
aligned with theirs: ‘T wanted more like a Jupyter notebook, step by
step [process]. I think that that was just very salient to how I think.”
P10 said that their choice was partly due to “residual habits” from
using computational notebooks and wanting to evaluate each step’s
output before proceeding.

However, a few participants preferred continuous execution. P8
reasoned that continuous execution was more efficient because
it parallelized human and Al efforts: “Running all is a little bit of
parallelization in my head where I can get the next thing rolling, and
if I end up not having to edit it, that means we’re already moving
ahead.” P9 echoed this sentiment: ‘T can then look at the intermediate
results and then wait for the others to keep running, since it might
take some time for the system to run each step.” P15 stated that while
they opted for continuous execution, their choice depended on the
familiarity with the task: “if it were a topic that I felt like I didn’t
already know what type of literature I would be looking for or what
the output should look like, I would go through them individually
and maybe use it as more of a literature exploration tool. But in this
case, I already know in general what types of papers I want to see it
come up with.” This underscores the importance of providing users
with a choice of execution method to flexibly cater to researchers’
context-specific needs and preferences.

The ability to directly edit the agent’s outputs via direct manip-
ulation by deleting irrelevant items and adding items of their own
also improved steerability. Many participants, including P6, liked
the precision with which they could edit the output of a particu-
lar step, which is much more difficult in a chat interface: “With a
conversation agent, even if I'm really good at prompting it, I have
to redo the prompt and keep changing that original prompt.” (P6).

This feature also allowed P2 to quickly pivot and repurpose the
output when the agent produced unexpected (albeit helpful) paper
search queries: ‘T was looking for more application intervention based
stuff, but this is great because now I can actually use these keywords
to broaden my horizon of how I was thinking about these solutions,
which is I think interesting. I'm just trying to remove a couple [for
future steps].” P15 thought direct manipulation enabled more gran-
ular control than chat, allowing them to easily guide the agent with
their expertise: “{Cocoa ] was easier to control because [the outputs]
are so specific. My control is scoped down to these very small tasks. If
I want to add more papers, that’s easy to do.”

6.1.3 Cocoa was perceived as more transparent than chat.
Participants shared that Cocoa was more transparent due to its
clear display of step and plan completion statuses and information
provenance, which may have contributed to Cocoa’s steerability.
P3 enjoyed being able to control and run each step in Cocoa: ‘I did
like the step by step because that gave me here’s what’s running when
and in what order, versus the chat is going to be more of a blackbox.”
They also greatly valued provenance and liked how the agent left
a trace of “what process is running.” Supporting co-execution of
individual steps also positively impacted transparency—when con-
ducting literature surveys, P12 preferred Cocoa because it allowed
them to “see which papers were being used to generate content,
and edit those papers as I see fit, which isn’t really directly possible
to do in chat” For both P6 and P7, the visual step-by-step format
of Cocoa provided a valuable, interactive trace of their past work-
flows with the agent, which also provided a clearer view of the
agent’s actions. P11 said that having clear indicators of where the
agent was in the plan and surfacing that information when the plan
is collapsed was “really convenient when you have several agents
running at the same time.”

6.2 Task-Specific Preferences for Interactive
Planning (RQ2)
It is reasonable (and expected) for Cocoa to not outperform our

chat baseline for every type of research task. After all, chat is a
strong baseline because it is flexible, easy to use, and ubiquitous.
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Instead, in this section, we aim to surface participants’ insights on
when interactive plans may be preferred over chat.

Participants generally agreed that when tackling questions or
tasks that required a structured or organized approach, they pre-
ferred Cocoa over chat. One example of this type of task is literature
review and synthesis. Among other participants, P12 considered
the ability to transparently see and edit papers (i.e., in the output
of a plan step) throughout a structured plan especially important
when conducting literature surveys. They also considered the plan
more usable as an end product than a conversation: ‘T think it’s a
better way to have a finished draft [plan] that I can directly use as
opposed to trying to dilute a plan in a conversation.” P7 felt more
organized with Cocoa in information-intensive tasks such as lit-
erature review because the agent outputs, their notes, and plans
are all in one place with provenance: “everything can be part of one
consolidated document which I can refer to again.” P14 agreed, saying
the plan also acted as a “really good way to organize my thoughts.”
P1 found it helpful that in the initial steps, Cocoa could cast a wide
net for papers using diverse search queries and allowed them to
do a ‘‘rough filtering of papers” that may be relevant but outside of
their immediate area. In general, the plans created by the agent for
literature review aligned with researchers’ typical workflows: P15
likened the plan to be “what I would recommend to a junior student.”
Because of this alignment, some participants such as P9 and P10
found it efficient for the agent to take over the “really banal parts
of having to [brainstorm] and type out a plan” (P10).

The structure of an interactive plan was also helpful when par-
ticipants may have an idea of their desired final output, but were
unsure of how to get there. For their task, P6 appreciated Cocoa
because they needed “some concrete steps even if I need to iterate
over those steps,” and that the agent’s first step “helped me get to
search terms [for papers] which was what I was struggling with.” P14
shared this sentiment, saying that plans can help them overcome
mental blockers when faced with a tough problem: “If I'm really
stuck frustrated, I can click a single button it could output a whole
plan for me. That would make me feel really safe because it’s always
here outputting something for me which potentially get me out of this
frustration.” For P16, they did not consider anything but a struc-
tured approach to be desirable for research. They envisioned the
research process as “a lot of subtasks that you just naturally kind of
come up with” and knowledge they collected to be “concrete items”
on which they could “do high-level actions” such as extraction. As
a result, Cocoa aligned well with their mental model and found
the chat “very frustrating [...] and almost like the opposite” of their
preferred approach. Some others, such as P3 and P10, simply did
not want to engage in chat-based interactions during the research
process due to hallucinations in text-only responses (P3) and find-
ing the conversational workflow to be unnecessary and inefficient
in research (P10, P16).

While interactive plans afford more steerability for users when
interacting with Al agents, we also observe that our chat baseline
interface may be more ideal for particular categories of tasks. One
category of tasks we observed involved freeform exploration, where
the nature of the desired final output was ambiguous. For example,
P2, while conducting an early brainstorming task, thought it was “a
little overwhelming to go through all these steps and I also felt this kind
of pressure to stick with the plan although I was editing it.” P1 further
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explained when brainstorming, “any kind of structure is a barrier
to thinking deeply” and that the plan, while helping them stay on
track in finishing their task, made them feel constrained. Instead,
they thought that Cocoa should behave closer to a chat interface
to align better with their brainstorming workflow, proposing that
Cocoa could show them “a single step at a time” and allowed them
to “choose from options for the next step” after they have seen the
outputs for the previous step. Another category of tasks pointed
to by the participants was narrowly scoped question-answering—
specifically, P13 saw chat as better Uls for ‘question answering
[system]” where the main interaction modality is to “keep on asking
[new and follow-up] questions.”

At a high level, a chat UI may be more appropriate when the
task at hand is open-ended and difficult to create plans in advance,
or too narrowly scoped to benefit from a multi-step plan. In the
end, many participants recognized that both interfaces have their
strengths and weaknesses, and, in P13’s words, it was “not fair to
say one is better than the other.” Instead, participants imagined using
the two systems at different stages of their research. P5 compared
their experiences between the two systems as follows: “in order to
make [Cocoa | do the types of tasks that I want it to do, I need to have
a more specific idea of what I want it to do.” In Section 7.1, we further
discuss future design implications, including the costs and benefits
between the two paradigms and potential ways of combining them
to get the best of both worlds.

6.3 Task Assignment to Agent vs. User (RQ3)

In our formative study (Section 3.3.3 and 3.3.4), participants shared
that they preferred to assign tasks related to information retrieval
and brainstorming tasks to the agent while keeping higher-level
reasoning and synthesis tasks for themselves. In practice, however,
most participants toggle all plan steps—even higher-level ones as-
signed to them by default—to the agent. Those who left some steps
as user steps toggled the step to the agent when it arrived at that
step. In this section, we use our qualitative data to discuss two
reasons for this—assessing agent capability and time constraints—
and how participants imagined the assignment to be different with
prolonged use.

6.3.1 Participants mostly used agent steps during the study.
Some participants did not choose to include user steps in their
plans because they were curious about the agent’s capabilities and
limitations—a natural tendency when learning to use a new system.
For example, P1 wanted to see “how the bot does it” while acknowl-
edging that they prefer to “make the decisions and here, these are
more exploratory steps rather than decision-making ones.” P13 also
opted for this approach and considered the agent’s errors to be low-
stakes because they can directly modify the outputs at any time:
“when I don’t like something, I can just easily remove it.” P9 also felt
assured that they could edit the outputs and did not consider the
output quality to be particularly problematic: “usually as long as
it’s somewhat helpful and it’s just running in the background, I would
take a look at [the output]” Adopting a cost-benefit framework, they
mentioned that they would leave a step as an agent step as long as
“the cost of looking at the agent’s output is less than the benefit of what-
ever insights I obtain.” Participants were also influenced by the time
constraints of the study. P8 explicitly said that ‘T assign everything
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to [the agent] because I don’t think we have that much time for me to
refine my [outputs].” Some participants were not as explicit about
this as P8, but the study’s environment and structure—combined
with the system’s output editing affordances—likely encouraged
many participants to direct the agent to make an initial attempt at
completing the plan.

6.3.2 Step assignment could change over longer-term use.
Many participants admitted that their step assignments may change
if they were to use Cocoa for an extended period of time outside
of the study environment. In particular, they imagined user steps
to be tasks involving higher-level synthesis and creative conceptu-
alization. These tasks often had intrinsic value to participants that
would be given up if they were automated. For example, P2 said
they would assign synthesis tasks to themselves because it “can
help me specify or narrow down the context to what I'm interested into
myself.” Going further, P15 discussed the importance of “staying
close to the data” throughout the research process, particularly for
more junior researchers:

“T really believe that science happens through the in-
teraction between the researcher and the data at hand.
And I think it’s a really important part of just scholar-
ship in general, especially for junior scholars, to do that
synthesis on their own. That’s how they learn how to
do science and how to make a contribution.” [P15]

They also questioned the ability of Al to make meaning out of
research data: “At the end of the day, [AI]’s doing nothing more than
Jjust analyzing what topics and words and phrase patterns are in the
paper data set that it has. It’s not like interacting with the data in the
same way that a researcher interacts with the data.” P10, who shared
that they are “the kind of person to just follow the [agent’s] plan,”
pointed out that that excessive automation can dull their research
intuition by removing the need to read papers themselves: “Maybe
I would not have gone through and read all of the papers. From past
experience that’s sometimes not going to be the most effective way
to work.” For P13, the desire to maintain some agency to guide the
agent is a great reason to add in user steps before the agent searches
for literature: “a very good use case for me would be to give [the agent]
3 papers and have it tell me, ok, these are newer papers related to it.”
Similarly, if given more time, P5 planned to provide some starter
papers in their area upon seeing that the agent misinterpreted an
earlier search attempt: ‘T should give it more specific papers. I'm
worried it’ll get a little confused by all these [other papers].” Longer-
term use of CocoA may surface step assignment preferences more
similar to those from our formative study.

7 DISCUSSION AND FUTURE WORK
7.1 Chat, Interactive Plans, or Both?

In practice, rather than choosing between either interactive plans or
chat when building future systems, we see research opportunities
for Al agent interfaces to strategically combine the two and harness
the best of both worlds, especially when assisting the user with
complex, long-running requests. For example, in addition to using
chat and interactive plans sequentially, we can also consider how
they can be integrated within one another. Embedding chat within
interactive plans can provide more flexibility and organization.
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For example, during co-planning, chat-based features can be used
to specify higher-level desiderata for the proposed plans when
none are satisfactory for the user. Additionally, when the agent
re-plans, users may guide the re-planning process via chat to ensure
alignment with their objectives. During co-execution, the user may
engage in conversation with the agent at every step to iterate on
outputs. While direct manipulation of step outputs was desirable to
our participants, some also did not appreciate the agent overwriting
old outputs as the step was rerun. A conversation thread for each
step can maintain iteration history while allowing users to also
specify output modifications or transformations in natural language.
This way, the interactive plan also serves as a way to organize
conversation threads with the agent as the agent operates over
many plan steps.

Conversely, interactive plans can be incorporated into chat-
first interfaces to provide more structure and steerability for long-
running tasks. ChatGPT, when powered with OpenAI’s 01 model,
offers expandable chain-of-thought activity traces as the agent rea-
sons at inference time within a chat environment [77]. While these
activity traces are not yet interactive, interactivity can be valuable
when the agent is operating in information-poor environments
where the user has more expertise and context than the agent. With
interactive plans, the agent exposes critical points of operation that
can benefit from user steering, such that the agent can continue
with higher confidence that it is not working with erroneous in-
formation. After the agent produces a final output, the user can
collapse the plan and continue the conversation. Returning to a chat
environment after interactive planning can be useful for situations
in which the user is mostly interested in open-ended exploratory
problems, with occasional periods of structured execution.

7.2 The Practical Significance of User Steps and
Advanced Planning

In Cocoa, users are presented with a multi-step interactive plan up
front, which the agent adheres to and can modify while operating.
This plan also allows users to delegate a step to themselves or the
agent. Both design decisions are a departure from many existing
agentic systems, where the agent dynamically constructs a plan
step-by-step as it generates outputs [108] and seeks user input
only when it is unable to complete a task [103]. We discuss two
practical reasons—cost and safety—for why such a departure may
be desirable when using agents in the real world.

Al agents can be prohibitively expensive to run [50, 105]. Be-
cause an agent’s actions often involve multiple LLM calls, costs
can quickly accumulate, especially for more complex and long-
running tasks. In response, academic projects have implemented
cost-capping measures to alleviate this [105], and researchers have
called for agent evaluations to be cost-controlled [50]. In user-facing
and interactive systems, cost also includes time spent waiting for
agents to come back with results. These cost considerations can
also change how the user interacts with the agent. When partic-
ipants made the decision to assign most or all steps to the agent,
they viewed the agent’s actions as rather inconsequential and low-
cost—they could run the agent and see what happens, and edit
the output post hoc (Section 6.3.1). However, while this was the
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case in user studies, it may not be true in many real-world con-
texts where users and/or developers may need to pay monetary
and time costs for each agent step. In this case, they may see user
steps as an important cost-saving measure, especially if the step
is not particularly burdensome for the user, but may be difficult
for current Al agents to complete effectively. Efficiently leveraging
human effort and expertise where appropriate via user steps can
be a key step towards developing cost-aware agents that are usable
and affordable in practice.

The increased autonomy of agentic systems also comes with
increased safety concerns, as Al harms become more difficult to
anticipate and accountability for Al actions become harder to trace
[12, 13]. Interactive plans not only provide more transparency into
agent actions (Section 6.1.3), but they provide some assurance about
and control over the agent’s execution trajectory. By generating
a plan ahead of execution that the agent adheres to, problems in
Al safety such as harm anticipation become much more tractable.
While step-by-step plan generation used by existing agent frame-
works such as ReAct [108] may also accomplish a similar goal by
asking for user approval whenever a new step is generated, this can
severely limit agent autonomy when it is desirable and safe, and
posing unnecessary supervisory burden onto the user. Additionally,
advanced planning enables assessments of task risk pre-execution.
Plan steps determined to be of higher risk (e.g., requires working
with passwords) can be assigned to the user—even if the agent is
capable of completing them—as a risk mitigation measure.

7.3 Interactive Plans Outside of Documents

From our user study, we learned that participants found interac-
tive plans to be especially valuable for working with AI agents to
tackle partially- or well-defined problems with a structured, orga-
nized approach (Section 6.2). Cocoa supports these approaches
through co-planning and co-execution in a document environment,
but there are many other environments and user groups beyond
researchers that may benefit from the same interaction design pat-
tern. Here, we paint our visions for how interactive plans may
effectively interleave human and Al agency in three non-document
contexts: workplace messaging apps (e.g., Slack), software devel-
opment environments (e.g., code editors), and UI design tools (e.g.,
Figma).

In a Slack channel, interactive plans help a team coordinate
efforts between channel members, including an Al agent, when
working towards a common goal in a complex project. For example,
when the project lead proposes starting a new phase in the project,
they can invoke the Al agent to initiate co-planning. The Al agent
uses the channel’s conversation history and media to generate an
initial plan of action and present this plan as a widget, similar
to Slack widgets for interactive polling. Team members can edit
descriptions of the plan steps and assign themselves, each other,
and/or the agent to each step. The team works through the plan
step by step, with the plan offering a clear visualization of progress
and blockers. Clicking into each step allows members to access step-
specific artifacts, discussion threads, and media created by those
assigned to that step. As the plan may easily shift with progress, the
agent evaluates the remainder of the plan at the completion of each
step and proposes changes to the plan, with proposals grounded in
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team outputs from previous steps. The interactive plan becomes a
centralized, living artifact that a team can use flexibly orchestrate
their work.

In an AI-powered code editor, an interactive plan can help ef-
ficiently harmonize coding efforts of humans and Al Programming
itself involves series of a highly structured and logical activities,
and are thus well-suited for interactive plans. A programmer can
express their intent for implementing a new feature that involves
code changes across multiple files, and the agent first proposes an
interactive plan for doing so. The programmer can review this plan
and assign some tasks for the agent and some for themselves. This
is crucial for both efficiency and reliability. While recent advances
in autonomous software engineering agents (e.g., Devin [103]) ex-
hibit impressive capabilities to write and edit code, they can get
stuck on or are slow to perform simple tasks a human software en-
gineer can easily and quickly accomplish, such as minor UI styling
adjustments [24]. Moreover, these agents can be costly to operate,
both in terms of tokens and time, potentially spending hours on a
task. By strategically delegating plan steps, the developer can cover
for the agent’s limitations (and vice versa), and parallelize their
development efforts with those of the agent on long-running tasks.
The agent’s code can also be unreliable and non-functional. The
developer may self-assign some steps that involve code review or
writing tests to ensure the agent is not jeopardizing the reliability
of the codebase.

In a Figma canvas, interactive plans can help interface design-
ers work with a multimodel Al agent to collaboratively design UI
mockups and prototypes. The designer may already have some
design specifications and low-fidelity wireframes on their canvas.
To create a set of more comprehensive and higher-fidelity mock-
ups, the designer can invoke the agent and edit an interactive plan
that the agent produced using canvas content as context. Upon
inspecting the plan, the designer may realize the need to specify
the exact wireframes for the agent to work with due to the clutter
of the canvas, and create an additional user step accordingly. The
designer may also have an existing design system they would like
the agent to use when transform the wireframes into high-fidelity
mockups, so they create another user step in which they link to
their design system. As the agent completes its steps and deposits
new designs into the canvas, the designer can edit the agent’s work
as they see fit. The agent then automatically completes the other-
wise menial and laborious task of connecting the mockups together
into an interactive prototype. The designer is mostly satisfied with
the results, but wants the agent to replicate a similar interaction
from one of their past designs. They add a user step where they
link to that design and rerun the agent’s prototyping step. Overall,
interactive plans provide a streamlined workflow for the designer
to guide and collaborate with an Al agent in their design canvas.

8 LIMITATIONS

While we controlled our user study to be 90 minutes long to avoid
fatigue, some literature-grounded tasks may still require more time
to complete. The time-constrained nature of our study impacted
how participants interacted with our system, especially their deci-
sion of whether to delegate plan steps to the agent (Section 6.3.1). In
the near future, we hope to run a longitudinal deployment of Cocoa
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to study the use of interactive plans in-the-wild as researchers use
them to work on in-progress projects. Related to step assignment,
the default assignment of user and agent steps in Cocoa is a result
of researchers’ preferences from our formative studies. Past work
explored automated methods for a model to decide when to defer a
task to a human expert versus acting on its own [72]. Future work
may investigate applications of these methods in interactive plans.

Based on our formative study, we built Cocoa as a document edi-
tor because documents are natural sites of planning for researchers
and present an ideal environment for agent interaction (Section
3.3.5). However, the linear nature of a document also has its limita-
tions. Some participants wished to “fork” plans and interactively
run multiple versions of a plan in parallel. These types of inter-
actions are better supported by node-based canvases, which have
been gaining popularity as a means of sensemaking and creative
exploration with LLMs (e.g., [4, 83, 96]). As briefly mentioned in
Section 7.3, future work can explore embedding interactive plans
in a canvas environment such as Figma.

The underlying agent used in Cocoa also had some technical
limitations. Since it was powered by a language-only model, it was
not capable of taking visual content (e.g., figures or slides) as input.
The agent was also not capable of executing code—a capability
which a couple participants inquired about during the study. While
it is sufficient for this current work to explore interactive plans as
a novel interaction paradigm, future work can expand their utility
with multimodal agents and/or agents that can execute code.

Finally, our participants were researchers in CS and CS-adjacent
areas. Research culture and incentives specific to CS may bias our
results and limit our imagination of how interactive plans can be
used in other areas. P10, who used to work in wet labs in their
undergraduate research, shared that a useful application of inter-
active plans would be helping wet lab researchers walk through
the steps necessary to prepare for lab experiments. Future work
may investigate novel applications of interactive plans in domains
beyond CS.

9 CONCLUSION

In this paper, we introduced Cocoa, an interactive document edit-
ing environment for scientific researchers to tackle open questions
and tasks within their research projects with an Al agent. Cocoa
introduced a new interaction pattern that enabled Co-planning
and Co-execution interactive plans between a researcher and an Al
agent. Our formative study with 9 researchers informed the design
and behavior of Cocoa. After implementing Cocoa, we evaluated
it through a user study with 16 researchers and found that when
compared to a chat baseline powered by the same underlying Al
agent. Results showed that Cocoa’s novel UI affordances allowed
researchers to more flexibly steer the agent’s behavior in help-
ful directions and without increasing user effort (i.e., ease of use).
We also learned, through our study’s qualitative data, researchers’
tasks-specific preferences for when they prefer interactive plans
over chat. Informed by our results, we discuss numerous practi-
cal implications for the design and implementation of agentic AI
systems, from approaches that combine the benefits of interactive
plans and chat, to environments for interactive planning beyond
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documents. Overall, our contributions set the stage for new interac-
tive paradigms that foster effective collaboration between humans
and Al agents.

Agentic Al systems have exciting potential to transform our
digital experiences and advance long-standing visions held by HCI
and Al communities. However, these transformations and advance-
ments also demand renewed attention to strategies for ensuring
effective collaboration between human users and Al agents in the
real world. Our work advances emerging efforts in this area.
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A FREQUENTLY ASKED QUESTIONS
A.1 What’s the novelty of this work?

We introduce a new interaction design pattern—interactive plans—
that allow humans and Al agents to work together on information-
intensive tasks. Interactive plans support a human-AI workflow
that interleaves co-planning (collaboratively drafting a plan to com-
plete a task) and co-execution (collaboratively executing a drafted
plan). We demonstrate, by implementing interactive plans into Co-
COA, that our pattern can improve agent steerability for users while
preserving ease of use, when compared to conventional chat-based
interfaces for agents (see Section 6.1). Our work also contributes
user feedback on when particular design patterns for agent inter-
faces may be (in)appropriate (see Section 6.2). Our work contributes
to ongoing efforts to improve the usability of Al agents and ensure
responsible, safe, and effective real-world deployment.

A.2 What are the main differences between
interactive plans and chat interfaces?

Interactive plans allow users to work with the agent in much more
direct ways (hence the improved steerability) compared to chat.
Technically speaking, both interfaces allow the agent to start with
a plan and allow the user to correct agent outputs. However, in a
chat-based system, this can be cumbersome—users have to specify
the changes they want to make and wait for the agent to make them
(with success not guaranteed) instead of doing it themselves directly.
Further, we recognize that plans can easily change upon seeing
completed steps’ outputs. That’s why Cocoa supports automatic
replanning (see Fig. 6) to dynamically modify the plan based on
user edits. A helpful analogy here is computational notebooks.
Interactive plans allow agent workflows to be crafted and executed
interactively like cells of code in a notebook, rather than running
the entire program at once like in chat.

Of course, that’s not to say that chat is an inferior interface—we
learned about the pros and cons of both interfaces through our
user studies and discuss how to combine the best of both worlds in
Section 7.1.

A.3 Why is important to get the user involved?
Can’t we just let AI automate everything?

While existing efforts to make agents operate as autonomously as
possible without seeking user input may be a compelling research
agenda, this approach is not always practical. First, there some
tasks humans can more effectively complete than Al, especially if
the task requires context or domain expertise the LLM does not
have access to. Second, there are some tasks humans may prefer to
perform rather than having Al automate it (e.g., if doing the task
allows the user to gain new insights or knowledge that they may
not obtain otherwise). Third, having an agent operate for a long
period of time without adequate steering mechanisms for users can
both be resource-inefficient from a cost perspective and unsettling
from a user experience perspective.

The list can go on, but the point here is that agents will be
working with and operated by humans in the real world, so we
need to think more deeply about how humans and agents can
collaborate effectively. Our work is one product of such thinking.


https://api.semanticscholar.org/CorpusID:269293213
https://api.semanticscholar.org/CorpusID:246411621
https://www.cognition.ai/blog/introducing-devin
https://www.cognition.ai/blog/introducing-devin
https://api.semanticscholar.org/CorpusID:238353829
https://api.semanticscholar.org/CorpusID:270063685
https://api.semanticscholar.org/CorpusID:258762525
https://api.semanticscholar.org/CorpusID:258762525
https://api.semanticscholar.org/CorpusID:252762395
https://api.semanticscholar.org/CorpusID:252762395
https://api.semanticscholar.org/CorpusID:272279167
https://api.semanticscholar.org/CorpusID:272279167
https://api.semanticscholar.org/CorpusID:270370776
https://api.semanticscholar.org/CorpusID:247594488
https://api.semanticscholar.org/CorpusID:247594488
https://api.semanticscholar.org/CorpusID:263829963
https://api.semanticscholar.org/CorpusID:263829963
https://api.semanticscholar.org/CorpusID:264405734

Cocoa: Co-Planning and Co-Execution with Al Agents

A.4 Why didn’t you use ChatGPT or a similar
publicly available AI chatbot for your
baseline?

Our baseline’s interface closely matches that of ChatGPT and other
AT chatbots, but the underlying system is slightly different. We use
an LLM agent powered by GPT-4o, but specifically trained it to
use the Semantic Scholar API as tools to reliably perform research-
related tasks such as searches for papers/authors/topics, sorting
papers by various metrics including citation count, summarizing
papers, comparing papers, retrieving prominent papers by a partic-
ular author, etc. See Section 4.4 for technical details. However, our
main contribution is not building a new LLM agent nor advancing
agent capabilities—rather, it is to explore cost and benefit tradeoffs
between interaction techniques for humans to work with Al agents.
We use the same underlying agent in Cocoa, so we kept this factor
constant across our system and baseline.

A.5 How are the agent’s plans generated?

We conducted a formative study with 12 researchers where we
interviewed them about their research processes and synthesized
a repository of common steps. These steps were developed into
higher level templates and used as few-shot learning examples for
how to compose steps into a plan in the agent’s system prompt. See
Section 3 for more details about our formative study and Appendix
F for our prompts.

A.6 TI'm adeveloper who builds agentic Al
applications. What are some practical
takeaways your work has for me?

Our Discussion and Future Work section is where you’d find most
of our practical takeaways, so we’d encourage you to read that. In
addition, here are two high-level takeaways to consider:

e Users may not want agents to automate every step of work-
flows for many reasons, whether it’s to have more ownership
over their work, or feeling that the agent is incompetent at
performing a particular task. Strategic and configurable au-
tomation is key to building great user experiences for agents.

e Agents can be prohibitively expensive to run, and this may
be one of the major bottlenecks for widespread adoption. Be-
cause agents will inevitably work with humans in real-world
settings, it’s important to identify opportunities for human
input to lower cost AND improve system performance.

A.7 CanlIuse Cocoa and/or the baseline?

We are interested in continuing to iterate on Cocoa, so we are
not yet planning a public release. However, we may provide some
researchers with access to Cocoa to in their day-to-day work as
part of a longitudinal study. If you are interested in participating
in this study, please reach out. The baseline system is tentatively
planned for public release in 2025.

B FORMATIVE STUDY PARTICIPANTS
See Table 1
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C COCOA FORMATIVE STUDY PROCEDURE
DETAILS

We provide more details of each portion of our formative study and
its associated activities below.

C.1 Project document activity

First, we asked participants to discuss some of the ideas in their
project document they shared with us, the origins of those ideas,
and the ideal ways they envision Al-powered tools helping them
throughout the research process. We then invited participants to
a Google Doc or Slides that we converted from their project docu-
ment for easy collaboration; this conversion was made by copying
and pasting content from their project document if it was not al-
ready in Docs or Slides. We asked participants to brainstorm 2-3
remaining questions they have about their project that they would
be interested in tackling. For each question, participants created
a bulleted plan they would undertake to pursue it, which we then
used to answer RQ2.

C.2 Probe activity

In the second activity, we presented participants with a WoZ de-
sign probe in the form of two side-by-side Google Docs. One Doc,
the “planning document,” contained 3 research ideas generated by
Perplexity Al [82] based on the description of research interests sub-
mitted by the participant and 1-3 of their most recent publications
and/or preprints. Participants were asked to work in the doc to
expand upon an idea (or combine multiple) through a self-defined
plan, with the option of invoking the help of an Al assistant through
requests prefaced with a “!” command. The study facilitator (the
Wizard) entered this command into Perplexity Al and pasted the
output to the other Doc, the “Al output document.” While wait-
ing for the response, we asked participants to write a brief plan
consisting of 3-6 steps for how they would complete the request
themselves. Participants then inspected the assistant’s output and
incorporated any useful text into their document. This process
repeated until the participant felt like their idea was sufficiently
concrete to write a short descriptive paragraph about it, typically
after at least 2-3 requests to the Al This activity helped us answer
RQ3.

C.3 Concluding interview

The study ended with a concluding interview, where we asked
participants about their experiences, perceptions, and desiderata
for the AI assistant, along with preferred ways to interact with
it. Each participant was given a $35 USD honorarium after the
study. The study was reviewed and approved by our organization’s
internal IRB.

D COCOA USER STUDY PARTICIPANTS
See Table 2

E USER STUDY SELF-EVALUATION FORM
QUESTIONS

All questions were answered on a 5-point Likert scale.
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P# Gender  Age Range Country Research YoE Research Area Research Area (General) Al Use Frequency

P1 Man 25-34 UsS. 6-10 Human-AI inter- HCI A couple times
action

P2 Man 25-34 us. 6-10 LLM evaluation NLP Occasionally

P3 Woman  18-24 Us. 2-5 LLMs + society NLP Never

P4 Man 25-34 Canada 2-5 Multilingual NLP ~ NLP Occasionally

P5 Woman  25-34 us. 6-10 Human-AI inter- HCI Occasionally
action

P6 Man 25-34 Us. 2-5 Multimodal AI & HCI Occasionally
HCI

pP7 Woman  25-34 South Korea ~ 2-5 LLM retrieval NLP Occasionally

P8 Man 25-34 us. 6-10 Human-AI inter- NLP Occasionally
action

P9 Woman  18-24 us. 0-1 Creativity sup- HCI A couple times
port tools

Table 1: Participants from our formative study. All participants were Ph.D. students. Country refers to the country in which
the participant primarily conducts research at the time of the study. Research YoE refers to the years of experience conducting
academic research. Al Use Frequency refers to how frequently the participants uses Al tools to ideate and/or iterate on research
ideas. Participants selected “Occasionally” based on the description “I don’t rely on AI but sometimes tinker with it”

P# Gender  AgeRange Country Job Title Research YoE Research Area Research Area (General) Al Use Frequency

P1  Woman  25-34 UsS. Ph.D. student 2-5 Social computing HCI Frequently

P2 Woman  25-34 UsS. Ph.D. student 2-5 Social computing HCI Occasionally

P3 Woman  25-34 UsS. Ph.D. student 6-10 Visualization HCI Occasionally

P4 Woman  25-34 UsS. Ph.D. student 2-5 Culture + comput- HCI A couple times
ing

P5 Woman  25-34 Us. Postdoc 6-10 Software develop- HCI Occasionally
ment

P6 Woman  25-34 Us. Ph.D. student 6-10 Health + comput- HCI Occasionally
ing

P7 Man 25-34 Us. Ph.D. student 2-5 LLMs NLP Frequently

P8 Woman  25-34 UsS. Ph.D. student 2-5 Accessibility HCI Never

P9 Man 25-34 Us. Ph.D. student 2-5 Multimodal AI ML Frequently

P10 Woman  18-24 UsS. Ph.D. student 2-5 On-device Al ML A couple times

P11 Man 18-24 UsS. Ph.D. student 2-5 Ubiquitous com- HCI Always
puting

P12 Man 25-34 UsS. Ph.D. student 6-10 LLM evaluation NLP Frequently

P13 Man 35-44 Canada Ph.D. student 2-5 Computational bi- ML Frequently
ology

P14 Woman  18-24 Us. Ph.D. student 2-5 LLMs NLP Frequently

P15 Woman  25-34 UsS. Ph.D. student 2-5 Social computing HCI Occasionally

P16 Man 25-34 UsS. Postdoc 6-10 Human-AI inter- HCI Occasionally
action

Table 2: Participants from our user study. Country refers to the country in which the participant primarily conducts research
at the time of the study. Research YoE refers to the years of experience conducting academic research. AI Use Frequency refers
to how frequently the participants uses Al tools to ideate and/or iterate on research ideas. Participants selected “Occasionally”
based on the description “I don’t rely on Al but sometimes tinker with it.”

e The system’s outputs were useful to me for exploring the e I found the system easy to use
research problem at hand o I could easily steer the system towards doing something
o I obtained new and useful insights from using the system helpful
o The system helped me clearly understand the steps needed o I could see myself easily integrating this system into my
to effectively tackle this particular problem workflow
o By using the system, I've developed a better understanding o I'm satisfied with the artifact (summary and next steps) that

of potential solutions to this particular problem I've created after using the system
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o I feel confident about my next steps after using the system

F PROMPTS

F.1 Plan generation

# Instructions

You are a helpful research assistant. You
will be given a high-level request by a
researcher. Your task is to create a short
plan to accomplish that request as
effectively and efficiently as possible.
The high-level request may already come
with a partially-completed plan; if that is
the case, help complete the rest of the
plan in a coherent and sensible manner. You
will create the plan by assembling a series
of plan steps. These plan steps can be
executed by an AI agent, or by a user, as
the user should still be involved when
making key decisions. In general, users
perform steps that involve higher-1level
reasoning and synthesis.

Below is a catalogue of plan steps you
might use to assemble plans. Variables that
are in [square brackets] can be populated
with what you think is appropriate and
useful. Each plan step must contain the
following components:

- *xdescription**: a string that provides a
high-level description of the step, to be
displayed in the UI

- *x*actor_userx*: a boolean value
indicating whether the step should be
executed by the user

- *x*output_format*x: a string specifying
the format of the output data generated by
this step. One of: paper_list, author_list,
topic_list, entity_list, text

- *xscore**: a numerical value with one
decimal place from -1.0 to 1.0. A score of
1.0 indicates that the step is to be
carried out by a human user, while a score
of -1.0 indicates that the step is to be
carried out by an AI agent.

## Data types:

Here are the data types you can use for
output_format, followed by a brief
description of each:

- x*xpaper_listx*: a list of research
papers, represented by their corpus IDs and
other accompanying metadata
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- x%author_list*x*: a list of authors,
represented by their author IDs and other
accompanying metadata

- *xtopic_list**: a list of topics,
represented by their topic IDs and other
accompanying metadata. Note that these are
different from papers. A paper contains a
title, abstract, authors, etc., while a
topic is a high-level concept or field of
study that may describe a set of papers.

- xxentity_list*x*: a list of entities in
natural language, such as concepts, ideas,
terms, text snippets, or questions

- *xtextx*: a block of freeform natural
language text

## Example user steps (note that you do not
have to follow these---these are just some
possibilities):

Read relevant papers and note down key
insights

- x*description**: "Read relevant papers
and note down key insights"

- *%actor_user**: True

- *xoutput_format*x: 'text'

- *%xscorexx: 1.0

Iterate approach based on feedback, and jot
down any notes

- xxdescription**: "Iterate approach based
on feedback, and jot down any notes"

- *%xactor_user**: True

- x%output_format*x: 'text'

- *x%scorex*x: 1.0

Brainstorm cases when this [approach] may
fall short for [problem]

- *xdescriptionx*: "Reason about cases when
this [approach] is not suitable for
[problem]"

- xxactor_user**: True
- x*output_format*x: 'text'
- **scorexx: 1.0

Reason about approaches to adapt an
existing approach to [new context]

- xxdescription**: "Reason about approaches
to adapt an existing approach to [new
context]"

- xxactor_user**: True
- x*output_format*x: 'text'
- **scorexx: 1.0

Identify papers that can seed exploration
in [areal]
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- *xdescription**x: "Identify papers that
can seed exploration in [areal" Brainstorm search queries for finding
- *%actor_userx**: True papers relevant to [topic]
- xxoutput_formatx*: 'paper_list' - xxdescription*x*: "Generate search queries
- xkscorex*xx: 1.0 for finding papers relevant to [topic]"
- *%xactor_user*x: False
Run an experiment to check the feasibility - *xoutput_format*x: 'entity_list'
of [approach or ideal], and jot down any - x*kscore*x: -1.0
notes
- xxdescription**: "Run an experiment to Answer [question] with information from
check the feasibility of [approach or relevant papers
ideal, and jot down any notes" - *xdescriptionx*: "Answer [question] with
- xxactor_userx*: True relevant papers"
- xxoutput_formatx*: 'text' - x*actor_userx*: False
- *xkscore*x: 1.0 - *xoutput_format*x: 'text'
- *%scorexx: -1.0
Write down desired key contributions
- xxdescription**: "Write down desired key Identify authors who have published on
contributions" [topic]
- xxactor_userx*x*: True - x*xdescription**: "Identify authors who
- *xoutput_formatx*xx: 'text' have published on [topic]"
- *%kscorex*x: 1.0 - *xactor_user*x: False
- x*output_format*x: 'author_list'
Reason about how [insights] can be - *xscorexx: -1.0
formulated into testable hypotheses, and
jot down any notes Find notable papers written by [author] on
- *xdescription#**: "Reason about cases when [topic]
this [approach] is not suitable for - *xdescriptionx*: "Find papers written by
[problem]" [author] on [topic]"
- *%actor_userx*x*: True - x*xactor_user*xx: False
- *xoutput_format*xx: 'text' - *xoutput_format*x: 'paper_list'
- *%xscorex**: 1.0 - *x%kscore*x: -1.0
Iterate on [ideas] based on feedback, and Suggest some common themes in relevant
jot down any notes papers on [topic]
- xxdescription*x: "Iterate [ideas] based - xxdescription*x: "Suggest some common
on feedback, and jot down any notes" themes between relevant papers on [topic]"
- *%actor_userx*: True - *xactor_user*x: False
- *xoutput_formatx*xx: 'text' - *xoutput_format*x: 'text'
- *xxscorexx: 1.0 - **xscorexx: -1.0
## Example agent steps: Summarize key insights collected thus far
- *xdescriptionx*: "Summarize key insights
Search for papers that discuss [query] and collected thus far"
sort by [criterial - *xactor_user**x: False
- xxdescription**: "Search for papers that - x%output_format*xx: 'text'
discuss [query] and sort by [criteria]l" - x*kscore*x: -1.0
- *x*actor_userx*: False
- xxoutput_format*x*: 'paper_list' Provide constructive feedback on [topic],
- *xkscore*x: -1.0 grounded in existing literature
- *xdescriptionx*: "Provide constructive
Find papers related to [entity] feedback on [topic], grounded in existing
- xxdescription**: "Find papers related to literature"
[entity]" - *xactor_user*x: False
- xxactor_userx*x*: False - x%output_format*xx: 'text'
- xxoutput_format*x*: 'paper_list' - x*kscore*x: -1.0
- *%scorex*x: -1.0
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Suggest some connections between [topic]

and [topic], grounded in existing literature
- xxdescription**: "Suggest some

connections between [topic] and [topic],
grounded in existing literature"

- *%xactor_user*x: False

- xxoutput_formatxx: 'text'

- *%xscorex**: -1.0

## Examples

Below are some examples of plans created
using these plan steps. Note that these
examples all use the description field of
the steps and user steps (where actor_user
is True) have a [user step] label. These
are only for guidance and do not have to be
strictly followed.

What works are there on tool selection by
LLM agents?

- Brainstorm search queries for finding
papers relevant to tool selection by LLM
agents

- Search for papers using selected search
queries and sort by relevance

- [user step] Read relevant papers and note
down key insights

- [user step] Write down desired key
contributions

- Provide constructive feedback on the key
contributions, grounded in existing
literature

What datasets exist for fine-tuning LLM
agents?

- [user step] Identify papers that seed
exploration in fine-tuning LLM agents

- Find papers related to seed papers and
sort by relevance

- Answer "what datasets are used for
fine-tuning LLM agents?" with relevant
papers

- [user step] Brainstorm cases when this
dataset may fall short for fine-tuning LLM
agents

What are techniques from cognitive science
that can inform LLM-based agent
architectures?

- Brainstorm a list of topics or concepts
relevant to "agent architectures" from
cognitive science

- Suggest some connections between these
concepts and LLMs, grounded in existing
cognitive science literature
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- [user step] Reason about how these
connections can be formulated into testable
hypotheses, and jot down any notes

- Provide constructive feedback on the
proposed hypotheses, grounded in existing
literature

- [user step] Iterate on hypotheses based
on feedback, and jot down any notes

Critique the following idea, using
perspectives from prior work:
human-in-the-loop LLM agents that enable
interactive co-planning between a human
user and an LLM agent

- [user step] Identify papers that seed
exploration in fine-tuning LLM agents

- Answer "what are some critiques of
human-in-the-loop?" with relevant papers

- Summarize key insights collected thus far
- [user step] Synthesize critiques and
identify salient research directions to
address them

- Provide constructive feedback on the
identified research directions, grounded in
existing literature

How to perform human evaluation on LLM
agent outputs?

- Identify authors who have published on
LLM agents and/or human evaluation

- Find notable papers written by relevant
authors on the topic and sort by citation
count

- Answer "how is human evaluation performed
on LLM outputs?" with relevant papers

- [user step] Reason about how to adapt an
existing approach to LLM agents, and jot
down any notes

- Check for papers closely related to the
adapted approach

- [user step] Run an experiment to check
the feasibility of the adapted approach,
and jot down any notes

## Output formatting (follow closely!)

You will output an array of valid JSON
objects that represent a plan, given a
request. The fields in the JSON and their
contents should match the components of a
plan step specified earlier (description,
actor_user, output_format, score). You
should take the following approach:
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1. Assemble the plan with just the
descriptions of each plan item, filling in
any [square brackets] with the appropriate
information

2. Process the plan into the format of a
JSON array by converting each description
into a JSON object with the corresponding
fields

3. You can be creative and generate plan
steps with a description outside of the
ones provided, especially for user steps.
If that is the case, make sure the same
requirements for other components of the
plan step still apply. For example, assign
a reasonable data type to the step

Make sure to keep plans as short, simple,
and straightforward as possible, ideally
shorter than 5 steps. Once again, be
creative with the plans and use the
provided context if it's relevant. Not all
plans will involve searching for papers, so
only conduct a paper search if appropriate.
Also make sure to return valid JSON. The
format of the final output must just be an
array of valid JSON objects, no additional
text.

F.2 Plan description to agent instruction

You are a helpful planning assistant. You
will be provided with 1) contexts that are
represented in a structured JSON format,
and 2) a description of the current plan
step. Each context entry is a previously
completed plan step; the entries can be
found as objects in an array in the
"contexts" field of the JSON. Each context
JSON object in the array contains a
description of the corresponding plan step,
the output of the step, and the step's ID.
The most important piece of information in
this object is the output. There is also a
high-level user request in the user_request
field of the top-level JSON, but you should
not pay much attention to it unless the
unless the context field is an empty array.
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Based on the provided information, you will
generate a list of requests to an Al
assistant that has access to scholarly
knowledge and literature. Do not actually
complete these requests yourself, they are
requests for another AI assistant. For
example, when asked to brainstorm search
queries, don't actually return search
queries yourself. Just repeat the
instructions back and supplement with
information from context if needed. To come
up with these requests, you should follow
these steps:

1. xxDetermine which pieces of context are
relevant to the description*x: given the
description, determine which context
entries (specifically which outputs) are
relevant to the plan step. You should give
more importance to more recent context
entries. Context entries towards the end of
the list of context entries are more
recent. If the description of the current
plan step contains mentions of any specific
information entities (papers, search
queries, concepts, etc.), be sure to take
those from the outputs of the most recent
entry in which they are available.
2. *x*Determine how many requests are
needed**: based on the description of the
current plan step and its relevant context
entries, determine how many requests are
needed to complete the plan step. Does the
description indicate a need to loop over
multiple information entities provided in
the context? If so, more than one request
is needed. If no looping is required, only
one request is needed.
3. *xGenerate a list of requests**x: based
on how many requests are needed, generate a
list of requests, where each request is a
string. Each request should be clear,
specific, and concise. Here are some more
specific instructions to follow:
- Each request should be based off the
description initially provided and
modified by relevant context identified
in step 1.
- Be sure to include relevant paper IDs
(for papers) in the request, so the
agent can properly retrieve paper
information. However, do not include
IDs for topics, since the AI assistant
cannot retrieve information based on
topic IDs.
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4:

- The list of requests should be as
short as possible. Do not generate any
unnecessary requests, and try to
complete the plan item with as few
requests as possible (e.g., listing
many paper IDs for summarization at
once). However, be careful with search
queries and answering a question from a
paper---do not try and combine multiple
search queries into one request, or
answer a question. Each search query
should be a separate and distinct
action.
- When being asked to search for a
paper, do not include too many search
queries, or else it will be too
difficult to find papers. Make sure the
search query is short and contains no
more than 3 key search queries or
topics.
- Make sure the request appropriately
reflects the description. Do not ask
for papers if the description is about
a list of topic or concepts.
- For descriptions that ask for
answering a question from a paper,
include "use paper_ga" and relevant
paper IDs in the request. Do not
mention paper_ga when generating
summaries.
**xFilter the list of requests#*x: if

there are more than 10 requests, filter the
list down to the 5-10 most relevant and
meaningful requests. If there are fewer
than 10 requests, keep all of them.

You will output a list of strings with the
final generated requests, in the form

["request1", "request2", ...].

If only one

request is needed, the list will contain
just one request. You will output this list

as the final output with no additional text.

F.3 Agent output reformatting for displaying in

Ul
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You are a helpful planning assistant. You
will be provided with 1) contexts that are
represented in a structured JSON format, 2)
a description of the current plan step, and
3) the output format of the current plan
step. Each context entry is a previously
completed plan step; the entries can be
found as objects in an array in the
"contexts" field of the JSON. Each context
JSON object in the array contains a
description of the corresponding plan step,
the output of the step, and the step's ID.
The most important piece of information in
this object is the output. There is also a
high-level user request in the user_request
field of the top-level JSON, but you should
not pay much attention to it unless the
context field is an empty array.

You will use the current plan step
description and relevant context to
populate a UI determined by the output
format that will allow a user to
interactively complete the plan step. To do
this, follow these steps:

1. xxDetermine which pieces of context are
relevant to the description*x: given the
description, determine which context
entries (specifically which outputs) are
relevant to the plan step. You should give
more importance to more recent context
entries. Context entries towards the end of
the list of context entries are more
recent. If the description of the current
plan step contains mentions of any specific
information entities (papers, search
queries, concepts, etc.), be sure to take
those from the outputs of the most recent
entry in which they are available.
2. **Process the context based on output
format**: using relevant context entries,
process their outputs by following the
formatting instructions specific to each
output format:

- *x%paper_listx*x: a list of corpuslIds

from papers. Ex: ['corpusIdl',

"corpusId2', ...]

- *%author_listx*: a list of authorIds.

Ex: ['authorIdl', 'authorId2', ...]

- *xtopic_list**x: a list of topiclds.

Ex: ['topicIdl', 'topicId2', ...]

- x*entity_list**x: a list of entities

in natural language. Ex: ['entityl',

'entity2', ...]

- *x*text**: unstructured, natural

language text
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If the output format is text, all you'll
need to do is provide an empty string ""
for the user to complete themselves. You
will provide the processed outputs from
context entries. Only select entries that
are highly relevant. Only provide the
processed outputs, with no additional text.
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